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Curved surfaces interacting with fluid flow tend to produce swirl or secondary circulation, and
such mechanisms in wavy-plate-fin channels have been investigated. The fluid recirculation or
vortex structure in low Reynolds number flows in plate channels with sinusoidal corrugations is
characterized by experimental flow visualization and Laser Doppler Velocimetry (LDV) measure-
ments. The parametric effects of the wavy-plate geometry, described by its waviness aspect ratio
γ (= 2 × amplitude/wavelength) and inter-plate spacing ratio ε (= spacing/2 × amplitude), are
delineated. Wall-curvature-induced swirl is produced by fluid separation downstream of the
wavy-surface peak, its reattachment upstream of the subsequent peak, and the consequent encap-
sulation of lateral recirculating cells in the channel-wall concavities. The characteristic signature
of these trough-region vortices is significantly altered with increasing flow rate, inter-plate spac-
ing ε, and severity of wall waviness γ, when the swirl tends to grow spatially and envelop much
of the core-flow region.

KEY WORDS: wavy-plate fin, flow visualization, velocity imaging, swirl flow, lateral
vortex

1. INTRODUCTION

Extended or finned surfaces are widely used in compact heat exchangers to en-
hance heat transfer as well as to reduce their size and volume, as they provide
substantially higher surface-area-to-volume ratios (Kays and London, 1984; Man-
glik, 2003; Shah and Sekulic, 2003). This feature is further augmented by employ-
ing geometrically modified fins, which not only increase the surface-area density
of the exchanger but also improve the convective heat transfer coefficient by sig-
nificantly altering the convective flow field. Some examples of such enhanced sur-
faces include offset-strip fins, louvered fins, perorated fins, and corrugated or wavy

1065-3090/10/$35.00 © 2010 by Begell House, Inc. 281



fins (Kays and London, 1984; Manglik and Bergles, 1995; Wang, 2000; Manglik,
2003; Shah and Sekulic, 2003; Zhang and Tafti, 2003; Metwally and Manglik,
2004; Zhang et al., 2004; Webb and Kim, 2005). Of these, wavy fins are particu-
larly attractive for numerous heat-exchange applications because of their simplicity
of manufacture, potential for enhanced thermal-hydraulic performance, and ease of
usage in both plate-fin and tube-fin type exchangers. Enhanced fin geometries con-
tinue to attract considerable research attention (Comini et al., 2003; Zhang and
Tafti, 2003; Manglik and Bergles, 2004; Ngo et al., 2006), and more so with
growing present-day concerns for energy conservation, efficiency of conversion,
and the consequent environmental impact.

A typical sinusoidal wavy-plate-fin core and its usage in a compact heat ex-
changer are illustrated in Figs. 1a and 1b, and the primary geometrical attributes of
the inter-fin flow channel are schematically depicted in Fig. 1c. The corrugated-
plate channel is essentially described by the fin height H, inter-fin spacing S, am-
plitude of waviness A, and wavelength or pitch of waviness L. The dimensionless
representations of these variables can be expressed in terms of a flow-cross-section
aspect ratio (α = S/H), inter-fin-spacing ratio (ε = S/2A), and plate/fin-wall corru-
gation or waviness aspect ratio (γ = 2A/L). For a given fin height and waviness,
α and ε also represent the fin density, as both α and ε decrease with increasing
fin density (or reduced inter-fin spacing S) but fixed A and H; the waviness aspect
ratio γ represents the severity of wall corrugation.

Perhaps the oldest and most frequently referenced repository of experimental data
on enhanced fin cores is the classical monograph by Kays and London (1984). The
listings therein are somewhat dated and limited in scope, as it only gives f and j
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NOMENCLATURE

A amplitude of sinusoidal waviness um mean or average axial velocity, 
of plate-fin wall, Fig. 1c, mm m/s

dh hydraulic diameter (≈ 2S), mm x, y axial and lateral Cartesian 
H plate-fin height, Fig. 1c, mm coordinates, respectively, m
L wavelength of sinusoidal plate- Greek symbols

fin corrugation, Fig. 1c, mm α wavy-fin channel flow cross-
Pr Prandtl number (μcp/k) [–] section aspect ratio 
Re hydraulic diameter-based (=S/H) [–]

Reynolds number (= ρumdh/μ) [–] ε inter-fin spacing to wavy-plate 
S fin-plate spacing, Fig. 1c, mm amplitude ratio (=S/2A) [-] 
u, v axial and lateral velocity γ wavy-fin wall corrugation aspect 

components, respectively, m/s ratio (=2A/L) [-]



data, with no exposition of the concomitant flow structure. This is particularly lim-
iting in the case of corrugated or wavy fins, where data for only three wavy-plate-
fin geometries are given (0.136 ≤ α ≤ 0.232, 0.725 ≤ ε ≤ 1.128, and γ = 0.208).
Many early attempts at characterizing the convective heat and mass transfer en-
hancement behavior were restricted to turbulent flows (Beloborodov and Volgin,
1971; Goldstein and Sparrow, 1977; Vajravelu, 1980; O’Brien and Sparrow, 1982;
Sparrow and Comb, 1983; Sparrow and Hossfeld, 1984; Amano 1985). Sparrow
and co-workers (Goldstein and Sparrow, 1977; O’Brien and Sparrow, 1982; Spar-
row and Comb, 1983; Sparrow and Hossfeld, 1984) considered plate channels with
sharp triangular corrugations, and evaluated mass transfer enhancement using naph-
thalene sublimation techniques. Gradeck and Lebouché (1998) have measured wall
shear stress by an electrochemical method, which has also been applied to non-
Newtonian flows (Béreiziat et al., 1995). In some studies, the onset of flow un-
steadiness and determining Recr for laminar-turbulent transition has been addressed
(Nishimura et al., 1987, 1990; Gschwind et al., 1995; Rush et al., 1999; Selvarajan
et al., 1999; Zimmerer et al., 2002). It has been suggested by some investigators
(Nishimura et al., 1990; Rush et al., 1999) that wall waviness may initiate turbu-
lent instabilities at lower flow rates as Re → 1000, but many other studies (Sta-
siek et al., 1996; Sawyers et al., 1998; Muley et al., 1999; Selvarajan et al., 1999;
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FIG. 1: Compact heat-exchange cores with corrugated-plate fins: (a) fins with sinusoidal
wall corrugations, (b) typical compact heat exchanger with wavy-plate fins, and (c) geomet-
rical description of sinusoidal wavy-plate-fin channel

                                (a)                                         (b)

(c)



Zimmerer et al., 2002; Metwally and Manglik, 2004; Hwang et al., 2006) have in-
dicated a steady flow field with recirculation zones near the wall furrows and a
smooth laminar-turbulent transition that does not display the characteristic sharp
change in friction losses or heat transfer coefficients.

Much of the laminar or low Reynolds number flow (Re < 2000) work has been
theoretical (Asako and Faghri, 1987; Motamed Ektesabi et al., 1987; Asako et al.,
1988; Garg and Maji, 1988; Yang et al., 1997; Comini et al., 2003; Metwally and
Manglik, 2004; Zhang et al., 2004; Manglik et al., 2005; Castello~es et al., 2010).
Computational simulations of flow and heat transfer in channels with sinusoidal
wall waviness (Asako and Faghri, 1987; Motamed Ektesabi et al., 1987; Garg and
Maji, 1988; Metwally and Manglik, 2004; Zhang et al., 2004; Manglik et al.,
2005) as well as sharp and rounded-edged triangular profiles (Asako and Faghri,
1987; Asako et al., 1988; Yang et al., 1997; Comini et al., 2003) have been car-
ried out. It has generally been observed that wall corrugations induce steady recir-
culation or lateral vortices in the concavities of the corrugated-plate channel in low
Reynolds number flows. There is a consequent disruption and thinning of the
boundary layer, and the combined effects significantly enhance the convective heat
and mass transfer. The majority of computational models have considered a two-
dimensional flow geometry that is valid only when H >> S or α → 0. In a pre-
vious three-dimensional analysis (Manglik et al., 2005), steady and spatially
periodic growth and disruption of pairs of symmetric helical swirl in the wall-
trough regions of the flow cross section has been suggested. All these simulated
numerical solutions, however, lack extended experimental verification, and this is
addressed in the present study.

In one of the few, though limited in scope, flow visualization studies, Focke and
Knibbe (1986) observed a lateral recirculation behavior sketched in Fig. 2a (actual
clear photo-images for this case are not reported in the paper). By using an elec-
trode-activated pH indicator method (Merzkirch, 1987) it was found that flow
separation occurs downstream of wall crest at Re ~ 200, and the separated region
increases in size with Re until the reattachment point almost coincides with the top
of the next wall waviness crest. Nishimura et al. (1986, 1990) employed hydrogen-
bubble-generation and dye-injection methods to observe a similar flow separation
and recirculation behavior in the troughs of a sinusoidal wavy channel as shown in
Fig 2b. Above a critical Re value (<1000) shear-layer instability was seen to set in
where recirculation zones interacted with the core fluid to yield macroscopic mix-
ing. Rush et al. (1999) also used dye-injection technique to investigate laminar–tur-
bulent transition flow behavior in sinusoidal wavy passages (α = 0.1; 1.064 ≤ ε
≤ 2.0; 0.172 ≤ γ ≤ 0.208). They found transition with onset of macro-mixing at
relatively low Re (~200–300), which is perhaps due to the relatively large inter-
plate spacing ε in their experimental channels. This tends to attenuate wall-viscous
effects and allow the vortices to expand into the core flow field (Zhang et al.,
2004) that could further promote instabilities.
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Given the importance of wavy-plate channels to numerous engineering applica-
tions (Bergles, 1998; Manglik, 2003; Shah and Sekulic, 2003; Webb and Kim,
2005), and the rather sparse and inconclusive literature on their confined flow be-
havior, this study presents flow visualization results to characterize the wall-corru-
gation induced swirl behavior. The recirculation cell and local vortex structure in
the flow field is captured by photographically recording the patterns displayed by
illuminated micro-particles seeded in water flows through the test section. The ve-
locity field is further characterized by LDV measurements of the spatial variations
in different lateral planes of the sinusoidal wavy channels. Sinusoidal-wavy-plate
channels of rectangular cross sections (0.067 ≤ α ≤ 0.267; which, in effect, repre-
sents α → 0), with a fixed amplitude but different corrugation wavelengths (γ =
0.25 and 0.5) and inter-plate spacings (ε = 0.5, 1.0, 1.5 and 2.0) are considered in
an effort to highlight the parametric effects of the wavy-wall geometry. These
findings extend our understanding of swirl-flow behavior in the corrugated chan-
nels, and provide new insights into the consequent forced convective enhancement
mechanisms.

2. EXPERIMENTAL APPARATUS AND METHODOLOGY

A closed-loop recirculating water-channel apparatus, as schematically depicted in
Fig. 3a, was used in this study for the flow-visualization experiments and LDV
measurements. The water channel is constructed of clear acrylic (Plexiglass) so as
to provide visual access to the flow field as well as allow optical-interference-free
LDV measurements. It consists of the requisite corrugated-channel test section, pre-
ceded by a flow-development section (straight channel), a centrifugal pump, volu-
metric rate rotameter, differential pressure transducer, digital high-resolution
camera, light-absorbing back screen, aluminum dust (micro-particle) injector, water
tank, and flow control valves. Upstream of the test section, the flow is conditioned
by a honeycomb section so as to suppress any external disturbances and render it
with a fully developed velocity profile in the flow-development (straight channel)
entrance region prior to the inlet of the test section. This condition with its char-
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                           (a)                                           (b)

FIG. 2: Flow behavior in sinusoidal wavy-plate channels: (a) sketch of streak lines for
flow with Re ~ 200, α = 0.1, ε = 2.0, and γ = 0.5 (Focke, 1986), and (b) photo of dye
streak lines in flow with Re = 350, α = 0.065, ε = 1.857, and γ = 0.25 (Nishimura, 1986)



acteristic Poiseuille (parabolic) velocity profile was ascertained and established by
LDV measurements (Vyas and Manglik, 2005). Besides the pump controls and a
throttling valve, a bypass line with valves provides the requisite control of volu-
metric flow rate through the test section, which in turn is measured by a precision
calibrated (±2% full-scale accuracy; ±1% repeatability) inline rotameter (Omega
FL-115). The pressure drop across the test section is measured by a low-pressure
high-resolution differential pressure transducer (Setra C230; ±0.25% full-scale pre-
cision). Wavy- or corrugated-plate rectangular-channel test sections that have two
opposite walls with in-phase sinusoidal waviness and four different geometry fea-
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FIG. 3: Experimental set up and test apparatus: (a) closed-loop water channel with corru-
gated-plate-fin channel test section, and (b) LDV system optics and data acquisition

(a)

(b)



tures were used in the experiments, and their parametric descriptions are listed in
Table 1.

In the visualization experiments, fluid flow patterns were photographically re-
cording their contrasted and illuminated display. This was achieved by injecting
low concentrations of micron-sized (63 μm) aluminum dust (specific gravity ~1) in
the flow field and illuminating it longitudinally over a two-wavelength corrugation
length with a high-luminosity light sheet. The images of observed flow patterns
(recirculating cells in the axial flow field) were then captured in real time via a
high-resolution digital camera with a shutter speed of 1/8th second.

To measure the spatial variations in the velocity field in different planes of axial
flow through the wavy-channel test sections, a 10-mW He–Ne LDV system sche-
matically shown in Fig. 3b was used. The probe has two different front lenses with
focal lengths of 160 and 310 mm, with a 0.18-mm aperture in the latter case. For
the LDV measurements, the flow field was seeded with ultra-fine particles (Dantec
Dynamics: silver-coated hollow glass spheres, 13-μm diameter, 1.6-g/cc density).

The velocity measurements and fully-developed laminar flow conditions were
validated by the signature parabolic velocity profile obtained for flow in a straight
parallel-plate channel, for which more details are given in (Vyas and Manglik,
2005). Furthermore, and as shown in the subsequent section, there is good agree-
ment of the axial flow field with recirculation in the wavy-plate channel troughs
with limited computational results (Zhang et al., 2004; Manglik et al., 2005) for
the same conditions. The maximum errors or uncertainties in the experimental de-
termination of axial velocity u and flow Re, estimated by the single-sample error-
propagation method (Moffat, 1988), were determined to be ±1% and ±3%,
respectively.

3. RESULTS AND DISCUSSION

That the sinusoidal corrugated two opposite walls of the plate-fin rectangular chan-
nel induce and promote fluid recirculation in the trough regions is evident from the
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TABLE 1: Geometrical listing of sinusoidal wall corrugated-plate channel test sections for
flow visualization experiments and LDV measurements

α = S/H γ = 2A/L ε = S/2A

TS – 1 0.067 0.25 1.0
TS – 1a 0.133 0.25 0.5
TS – 2 0.10 0.25 1.5
TS – 3 0.133 0.50 1.0
TS – 4 0.20 0.50 1.5
TS – 4a 0.267 0.50 2.0



experimental results presented in this study from both flow visualization and LDV
measurements. The steady-state swirl-flow structure is essentially two-dimensional
because of the low cross-section aspect ratio (0.067 ≤ α ≤ 0.267) of the rectangu-
lar duct test sections in this study, which obviates end-wall effects that would lend
to three dimensionality (Manglik et al., 2005). The initiation of fluid recirculation
cells or swirl, in steady low Re flows, is shown to be effected by virtue of flow
separation at discrete locations on the corrugated surface, and their spatial evolu-
tion is essentially predicated on the channel geometry and flow condition. The
strength of these lateral vortices in the steady-state axial flow field are further seen
to be strongly influenced by the severity of the wall-corrugation geometry (0.25
≤ γ ≤ 0.5), the inter-wavy-plate spacing (1.0 ≤ γ ≤ 1.5), and flow Reynolds num-
ber (135 ≤ Re ≤ 700).

Figure 4 depicts the spatial development and growth of a steady lateral vortex in
the concavities of wavy-plate channels with changing flow rates and wall-waviness
aspect ratio. Recirculation patterns in channels with corrugated-plate spacing of ε =
1.0 and two different wall-waviness severity ratios, γ = 0.25 and 0.5, for flows
with Re = 135, 248, 350, and 490 are presented in the photographic records,
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FIG. 4: Effect of the Reynolds number 135 ≤ Re ≤ 490) and severity of wall waviness
(γ = 0.25 and 0.50, ε = 1.0) on the fluid recirculation or lateral vortex flow patterns in the
troughs of the corrugated walls of wavy-plate channels 



which clearly show the strong influences of Re and γ on the swirl behavior. At
relatively lower flow rates (Re ~ 135), viscous forces dominate to produce undis-
turbed streamline flows and swirl is not developed, irrespective of the wall-corru-
gation severity (γ = 0.25 or 0.5). The fluid essentially meanders through the
channel and follows or adopts its wavy path; as a consequence, the residence time
and shear loss of the flow increases. With increasing flow rates or Reynolds num-
ber, wall-curvature-induced effects manifest themselves in fluid separation down-
stream of the wavy-surface peak, its reattachment upstream of the subsequent peak,
and the consequent development and encompassing of fluid recirculation cells (lat-
eral swirl) in the wall-valley regions. The higher fluid inertia causes the flow to
overcome viscous retardation near the wall as the latter surface curves downwards
(downstream of corrugation peak), separate from it and impinge at the subsequent
upward curving surface. As a result, a recirculating fluid bubble is created that is
fed by a portion of the oblique spreading fluid around the impingement zone that
flows backwards (or upstream of main flow or reverse flow) to form a lateral vor-
tex cell, which is encapsulated by the core axial flow and wall trough.

Formation of a lateral vortex or swirl in the trough-region is further found to be
triggered at a much lower flow rate in channels with relatively more severe wall
waviness. This is evident from the flow-structure visuals in Fig. 4 for the case
with wall-waviness aspect ratio of γ = 0.5. The recirculating structure is rather
well established at Re ~ 248, as compared to the higher flow inertia or Re ~ 350
needed for the comparable condition to be attained in the channel with γ = 0.25.
Note that the wavy-plate separation in both cases, corresponding to their different
γ (= 2A/L) values, is such that the effective inter-plate spacing is the same with
ε = (S/2A) = 1.0. The extent of the spatial flow-area coverage of the lateral vortex
and its expansion into the core axial flow increases with fluid inertia, or Re, as
well as with the severity of wall corrugation, or γ. This is particularly evident in
the swirl-flow patterns with Re = 490 in Fig. 4. It is seen that with γ = 0.5 the
vortex cell encompasses almost the entire wall-trough region, and substantially en-
croaches into the axial core-flow section of the channel.

The spatial evolution (onset, growth, and expansion) of the recirculation behavior
in the valleys of the corrugated wall is also seen in the computational simulations
of Zhang et al. (2004), as depicted in Fig. 5. The numerical results, obtained by
second-order accurate finite-volume techniques with a non-orthogonal nonstaggered
grid in the channel with γ = 0.25, ε = 1.0, and α = 0.067, indicate that at low
flow rates (Re < 200) the fluid simply follows an undisturbed streamline path that
contours the wall waviness or periodic curvature modulations. This, however, in-
creases the flow residence time, which manifests in higher period-averaged wall-
shear or friction loss (Metwally and Manglik, 2004; Zhang et al., 2004). With
increasing Re (>200), lateral recirculation is induced by the wall-corrugation curva-
ture in the trough regions. The lateral swirl cell, although encapsulated by the core
axial flow that undulates along the sinusoidal wall profile of the channel, expands
and grows spatially with higher flow rate or Reynolds number. This computation-
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ally simulated flow structure, depicted in Fig. 5 and described by the spatial vari-
ation and expansion of secondary circulation as a function of Re and γ, is essen-
tially the same as that depicted in the flow visualization images of Fig. 4, thereby
supplementing the primary characterization given by the experimental observations.

The influence of wavy-plate or inter-fin spacing, represented by the dimension-
less ratio ε (S/2A), on the development and distribution of flow recirculation in the
wavy-wall valleys is further delineated in Fig. 6. Photographic records of visual-
ized streamlines for flows with Re = 135 and 490, γ = 0.5 and 0.25, and ε = 1.5
are presented in this figure. A comparison of these swirl-flow structure results with
similar patterns in corrugated channels with ε = 1.0 shown in Fig. 4 is revealing.
With increasing Re and/or inter-plate-spacing ratio ε, the lateral vortex in the
trough tends to grow and expand into much of the core-flow region thereby pro-
moting increased momentum transport. A portion of the core region tends to, nev-
ertheless, exhibit undisturbed axial flow that simply undulates with the periodic
wall waviness and follows a path of least resistance. The decreased inter-plate
separation (ε = 1.5 → 1.0) contrarily suppresses swirl, as wall-viscous effects be-
come significant, and undisturbed streamline flow prevails that once again gener-
ally follows the channel-wall contours. Opening up of the plate spacing (or larger
ε; which directly corresponds to fin density in compact heat exchange cores) re-
duces viscous dampening of the flow and helps produce the later fluid swirl in the
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FIG. 5: Computational simulation of spatial growth of lateral recirculation in troughs of
sinusoidal wavy-plate channel with γ = 0.25, ε = 1.0, and α = 0.067 (Zhang et al., 2004)



trough regions of wall corrugations. This behavior, of course, depends on the com-
posite interaction between the channel geometry and flow variables that are repre-
sented by γ, ε, and Re.

The characteristic signature of the lateral vortex or swirl-flow behavior is further
rendered in the LDV measurements of this study that are presented in Figs. 7 and
8, respectively, for ε = 1.0 and 1.5; γ = 0.25 in both cases. The LDV measure-
ments map the lateral distribution of the axial velocity fields in the mid-plane of
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FIG. 6: Flow patterns in sinusoidal corrugated-plate channels (ε = 1.5, γ = 0.25 and 0.5)
and their variation with Reynolds number

FIG. 7: LDV measurements of axial velocity distribution in the transverse peak-to-trough
mid-plane of the wavy-plate channels with γ = 0.25 and ε = 1.0, and their comparison with
Poiseuille flow in an equivalent plain parallel-plate channel 



the flow channel (bottom corrugation peak-to-trough of top corrugation along the
y-axis). In Fig. 7, the reversed or negative flow velocity in the wavy-wall concav-
ity (0.8 ≤ y/2A ≤ 1.0) seen in the Re = 350 data essentially encapsulates the lat-
eral swirl. With a lower flow rate (Re = 135), however, there is no recirculation
and the wall curvature of the plates only tends to non-symmetrically displace the
axial peak velocity location away from the trough region. Relative to the Poiseuille
flow distribution in an equivalent parallel-plate channel, the maximum velocity lo-
cation gets skewed towards (y/2A) ~ 0.35 in the wavy-plate channel. When the
inter-plate separation increases (ε = 1.0 → 1.5), again as seen in Fig. 8 with Re =
350, the spatial coverage (0.675 ≤ y/2A ≤ 1.0) and magnitude of the reverse flow
(peak reverse-flow u/um ≈ –0.225) increases, when compared to that with ε = 1.0.
The relative magnitude of the positive peak velocity also increases, but gets
skewed further towards the opposite plate-wall crest or (y/2A) ~ 0.25.

An important scaling measure of combined effects of the wall-waviness aspect
ratio γ and inter-fin or plate-spacing ratio ε on the production of lateral swirl in
the troughs of the corrugated-plate duct at a given flow rate is the relative size of
the recirculation cell. One way to ascertain this is by tracking the location of the
axial flow reattachment point downstream of the vortex cell. This, in effect, de-
marcates the wall-trough region occupied by the steady lateral swirl that, in turn,
is separated from and enveloped by the core axial flow. The compound interaction
of γ and ε on the spatial coverage or size of the trough-region swirl at a fixed
flow rate (Re = 600) can be deduced from Fig. 9. With increasing wall-waviness
ratio γ and/or plate-spacing ratio ε, represented by the product (γ × ε), the lateral
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FIG. 8: LDV measurements of axial velocity distribution in the transverse mid-plane in the
trough of the wavy-plate channels with γ = 0.25 and ε = 1.5, and their comparison with
Poiseuille flow in an equivalent plain parallel-plate channel



vortex in the trough tends to grow and enlarge into much of the core-flow region.
This results in the axially rightward movement of the axial-flow reattachment
points, as seen in Fig. 9 and given by the (x/L) locations, with increasing (γ × ε),
thereby indicating growth of the separated region. There is nevertheless an upper
limit to the wall/duct geometry’s swirl promoting influence, as the reattachment
position is seen to attain an asymptotically constant value, i.e., the size of the
separated region remains constant and is unaffected by further increase in (γ × ε).
Such behavior is also evident in the variation of reattachment location with in-
creasing Re in Fig. 9 for a wavy-plate channel with γ = 0.25 and ε = 1.0. As the
plate separation decreases (ε → 0.5), however, viscous effects tend to suppress
swirl and the decreasing reattachment location indicates this. In the limit, with
very small ε or low Re, undisturbed streamline flow prevails that follows channel-
wall contours.

4. CONCLUSIONS

Swirl or fluid recirculation in wavy-fin plate channels have been analyzed using
flow visualization and LDV measurements. These experiments reveal the complex
interactions of flow Reynolds number and channel geometry (characterized by
waviness aspect ratio γ, and inter-plate spacing ratio ε), that govern the onset, size
and strength of the recirculation or lateral vortex structures in the wavy-plate
troughs. At low flow rates (Re ~ 10), viscous forces dominate and the flow tends
to meander along the wavy-wall-channel path without triggering flow separation.

Volume 17, Number 4, 2010
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FIG. 9: Variation in position of reattachment of axial flow that envelopes the lateral recir-
culation or vortex cell with changes in severity of wall waviness ratio γ, wavy-plate sepa-
ration ratio ε, and Reynolds number



With increasing flow rates, however, wall-curvature-induced effects cause the flow
to separate downstream of the wavy surface peak forming a vortex in the wall-val-
ley region. The onset of this lateral vortex occurs at a much lower flow rate in
channels with more severe wall waviness (Re ~ 50 with γ = 0.5, as compared to
Re > 100 with γ = 0.25; ε = 1.0 in both cases), and the extent of the lateral swirl
flow area coverage increases with Re and γ. Also, when the inter-plate separation
increases (ε = 0.5 → 1.5), the spatial coverage and the magnitude of the reverse
flow increases and the recirculating flow cell gets skewed towards the opposite
plate-wall crest. The compound interaction of γ and ε, represented by the product
(γ × ε), manifests in the growth of the flow separation region until attaining an as-
ymptotically constant value with increasing (γ × ε). The experimental results agree
well with computational predictions, and they essentially characterize the structure
of swirl or lateral flow recirculation in the wall concavities of wavy-fin plate chan-
nels, and the governing effects of flow conditions and channel geometry.
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The formation and growth processes of a bubble in the vicinity of graphite micro-fiber tips on
metal-graphite composite boiling surfaces and their effects on boiling behavior are investigated. It
is discovered that a large number of micro bubbles are formed first at the micro scratches and
cavities on the metal matrix in pool boiling. By virtue of the non-wetting property of graphite,
once the growing micro bubbles touch the graphite tips, the micro bubbles are sucked by the tips
and merged into larger micro bubbles sitting on the end of the tips. The micro bubbles grow
rapidly and coalesce to form macro bubbles, each spanning several tips. The necking process of
a detaching macro bubble is analyzed. It is revealed that a liquid jet is produced by sudden
break-off of the bubble throat. The composite surfaces not only have higher temperatures in
micro- and macrolayers but also make higher frequency of the bubble departure, which increase
the average heat fluxes in both the bubble growth stage and in the bubble departure period.
Based on these analyses, the enhancement mechanism of pool boiling heat transfer on composite
surfaces is clearly revealed.

KEY WORDS: micro bubbles, macro bubbles, macro bubble departure, bubble necking,
liquid jet, boiling heat transfer enhancement

1. INTRODUCTION

It is well known that nucleate boiling is an extremely effective mode of heat
transfer. Although over the years researchers have studied the boiling process theo-
retically and experimentally, there are no theories in the literature that precisely
explain the underlying heat transfer mechanisms. However, an accepted theory is
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that bubble nucleation, growth, and departure control the heat and mass transport
rate. The basic understanding of boiling phenomena on plain surfaces brought
about concepts to modify the process through changing properties of the working
fluid and/or the boiling surface to increase the boiling heat transfer coefficient. A
new passive technique, called metal-graphite composite surfaces, was presented
and studied by Yang et al. (1991). Since then a series of investigations have been
performed to determine the enhancement effects of composite surfaces on boiling
heat transfer and their mechanism (see, e.g., Zhang et al., 1992; Yang, 1995;
Liang, 1997). The practical importance of the new enhancement technique apply-
ing to Multi-Chip Modules (MCM) was discussed by Vrable (2001). Chao et al.
(2004) conducted experiments on nucleate pool boiling both in a highly wetting
liquid, Freon-113, and a moderately wetting fluid, water, on Cu–Gr composite sur-
faces with different fiber volume fractions. The experimental results have shown
that significant enhancement in pool boiling heat transfer performance in both
highly wetting liquids and moderate wetting liquids occurs on Cu–Gr composite
surfaces.

The enhancement mechanisms of boiling on the composite surfaces are believed
to be related to: 1) the higher thermal conductivity of micro-graphite fibers, 2) a
large number of embryo cavities of appropriate size, and 3) the poorly wetted
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NOMENCLATURE

D micro bubble diameter Greek symbols
D macro bubble diameter α volume fraction of the graphite 
d graphite fiber diameter fiber in the composite material
p pressure Δ height of the fiber tip plateau
R second principal radius Δp pressure difference

of curvature of the vapor–liquid δ average thickness of microlayer
interface δm maximum thickness of microlayer

r first principal radius ρ density
of curvature of the vapor–liquid σ surface tension
interface Subscripts

S distance between coalescence b bottom
plane and fiber tip d departure

Vm volume of microlayer l liquid
in a micro bubble unit T top of bubble

W vapor velocity th throat
v vapor



property of graphite fiber tips (Liang and Yang, 1998). In order to clarify the
physics of the enhancement, it is important to have an understanding of the proc-
esses of bubble formation, growth and departure and their effects on the boiling
heat transfer.

For common solid surfaces, numerous models have been developed to predict
bubble detachment diameters in pool boiling and were reviewed by Zeng et al.
(1993). Many experiments have shown that bubble detachment had been imple-
mented by a necking process (see van Stralen et al., 1975; Nordmann and Mayin-
ger, 1981; Mitrovic, 1997, 1998; Mori and Baines, 2001). Mitrovic (1997, 1998)
analyzed the movement of three-phase-line (TPL) and the formation of bubble
neck during bubble growth. He conjectured that evaporation at TPL tended to cre-
ate a convex interface, leading to Laplace-pressure, which pushed the liquid ra-
dially outward to form the bubble neck. Kandlikar and Steinke (2002) suggested
that an intense evaporation at the TPL exerted a vapor recoil force pushing the in-
terface into the liquid and consequently, a convex vapor–liquid interface was
formed and developed into the bubble neck. The bubble necking and brake-off
processes were described by Mitrovic (1997) and Mori and Baines (2001), but the
dynamic process has not been properly analyzed. Recently, Zhang et al. (2006)
analyzed the detail dynamic process of the bubble growth on a cavity. The bubble
necking and departure were mathematically described, and subsequently, a determi-
nation method of the bubble departure diameter was presented. It certainly is of
interest to understand the bubble behavior on the composite surfaces and its ef-
fects on the boiling heat transfer. This paper analyzes the micro- and macro-bub-
ble formation, growth on a metal–graphite composite surface, and the macro
bubble departure dynamic processes from the surface. The mechanism of a liquid
jet formation after the macro bubble departure has been revealed. The effects of
the bubble departure on the boiling heat transfer are discussed.

2. FORMATION AND GROWTH OF MICRO BUBBLES

Different from common metal surfaces, metal–graphite composite surfaces each
have their unique geometric and physical characteristics. The polished composite
surfaces are smooth in macro scale but rough in micro scale. Yang (1995) inves-
tigated the surface structure of Cu–Gr composite surfaces through a scanning elec-
tronic microscope (SEM). Direct top-view photomicrographs of a Cu–Gr composite
specimen with a volume fraction of 50% graphite-fiber and a fiber diameter of 8–
10 μm clearly show that the graphite fibers are embedded in the copper matrix
perfectly without any gap or void. The photomicrographs also show that the fiber
tips are rather smooth while the copper matrix surface is filled with a large num-
ber of micro size low-lying trenches and intermingled narrow grooves. A slightly
tilted top-view of the composite surface shows that the fiber tips bulge out of the
copper matrix, surviving the polishing due to their pliability and tenacity, and
form individual plateaus distributing evenly on the composite surfaces.
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Contrary to intuition, the preliminary experimental observations have found that
the micro bubbles originate from the valleys between the fiber tip plateaus instead
of the fiber tips. It is obviously attributed to the fact that plenty of potential nu-
cleate sites are created by the micro-sized trenches and intermingled narrow
grooves on the copper matrix surface. On the other hand, although the fiber tips
may have higher temperatures than the copper matrix surface, the relative smooth
surface of the fiber tip plateaus hardly provide initial nucleate sites.

Once the growing micro bubbles touch the fiber tips, the micro bubbles tend to
migrate to the tips from the copper matrix and firmly sit on the tips for the poor
wetting characteristic of the graphite and a large surface tension at the TPL. As
the micro bubbles sitting on the fiber tips grow, the newly emerging embryo bub-
bles on the copper matrix are swallowed by the micro bubbles at contact, as
shown in Fig. 1a. Both the rapid evaporation due to the higher temperature of the
graphite fiber tips and the swallowing of the emerging embryo micro bubbles
speed up the growth of the micro bubbles on the fiber tips. The continually grow-
ing micro bubbles inevitably coalesce with each other, as shown in Fig. 1b. The
coalesced micro bubbles rapidly grow into micro mushrooms with their own mi-
crolayers forming a liquid network connected with bulk liquid under the coalesced
micro bubbles, as shown in Fig. 1c. 

As analyzed by Zhang et al. (1992), the micro bubbles coalesce at their maxi-
mum cross section. By reference to Fig. 1b, the micro bubble diameter at coales-
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FIG. 1: Initiation and growth of micro bubbles: a) initiation and migration of micro bub-
bles; b) growing of micro bubbles firmly sitting on the fiber tips; c) growth of coalesced
micro bubbles and formation of micro mushrooms



cence, D, is related to the fiber diameter, d, and the volume fraction of the graph-
ite fiber in the composite material, α which is equal to the area fraction of the
fiber tips in the composite surface, by the following equation:

πd2  ⁄ 4  =  αD 2 . (1)

The height of the coalescence plane of the micro bubbles is regarded as the
maximum thickness of the microlayer δm. It can be seen from Fig. 1b that δm =
Δ + S, where Δ is the height of the fiber tip plateau, estimated at approximately
0.3 μm, S is the distance between the coalescence plane and fiber tip, equaling
√⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯(D ⁄ 2)2 − (d ⁄ 2)2  = d√⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯π ⁄ (4α) − 1  ⁄ 2.

Therefore,

Based on simple geometry, the volume of the microlayer in a micro bubble unit
can be calculated by

Idealizing the liquid volume as a column of constant cross section, the average
thickness of microlayer, δ, can be derived by Vm/(D2 – πd2  ⁄ 4). As a result, the
following expression can be obtained:

Obviously, both the maximum and average thicknesses of the microlayer are de-
termined by the volume fraction of graphite fiber in the composite α and the fiber
diameter d. As mentioned above, d = 8–10 μm. Simple calculation results for the
maximum and average thicknesses of the microlayer at d = 9 μm are listed in
Table 1.

In boiling heat transfer, microlayers play an important role. Thermal energy pro-
vided by the composite surface is first conducted through the microlayers and then
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d πδ = − + Δα
(2)

 2
2 2 2 21 3 3 .6 4 4 4m m

dV D S D d S π⎡ ⎤= δ − π + + − Δ⎢ ⎥⎣ ⎦
(3)

 1 / 6 / 3 1 .2(1 ) 4 d
⎡ ⎤− π − α πδ = − + Δ⎢ ⎥− α α⎣ ⎦

(4)

TABLE 1: Microlayer thicknesses at different values of α

α 0.1 0.25 0.5 0.75
δm, μm 12.08 6.89 3.70 1.28
δ, μm 6.10 3.75 2.41 1.19



delivered into the micro mushrooms as latent heat by evaporation at the micro-
layer surface. Because the microlayers are connected directly with the bulk liquid
through a liquid network, the liquid evaporating off the microlayers can be replen-
ished immediately. It is the ample feed of liquid into the microlayers that enables
the composite surfaces to have lower superheats at given boiling heat fluxes, i.e.,
enhancement of boiling heat transfer. This is only a sweeping statement; the direct
actions of the enhancement are actually executed by the macro bubble departure.

3. FORMATION OF A MACRO BUBBLE

The continually growing micro mushrooms inevitably coalesce and merge with
each other to form a larger micro vapor mass, which is a macro bubble embryo,
as shown in Fig. 2. When the bubble embryo is formed from several micro mush-
rooms, a macrolayer is created under the macro bubble embryo, connecting with
the microlayers and bulk liquid through a liquid network. As analyzed by Mitrovic
(1997, 1998) and Kandlikar and Steinke (2002), at the beginning of the bubble
formation, the TPL of the bubble moves outwards to form a convex vapor–liquid
interface at the bubble bottom, and subsequently a bubble neck is created. The
same process also occurs in the growth of a macro bubble embryo on the compos-
ite surfaces. As the macro bubble embryo grows, the TPL of the macrolayer
moves towards the liquid under the combination of a high evaporation rate and a
capillary-pressure difference. Zhang et al. (2006) analyzed this kind of TPL mov-
ing process in detail. In the case of a macro bubble embryo formed on the metal-
graphite composite surfaces, the moving TPL would stop at the next circles
consisting of the corresponding neighbor graphite fiber tips for the poor wettability
of the graphite fiber. Consequently, convex vapor–liquid interfaces are created at
the macro bubble embryo bottom at both the inner and the outer TPLs, as shown
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FIG. 2: Formation of a macro mushroom from coalesced micro mushrooms: a) coalescence
of micro mushrooms; b) formation of a macro bubble embryo



in Fig. 2b. The macro bubble embryo rapidly increases and finally forms a macro
bubble with a neck throat, as shown in Fig. 3.

4. DEPARTURE OF A MACRO BUBBLE

The strong evaporation of liquid from the micro- and macrolayers is firmly sup-
ported by the ample liquid supply through the liquid network at the bubble bot-
tom, and creates larger and larger negative pressures at the throat, i.e., Δpth = pv,th
– pl,th < 0, where pv,th and pl,th are the static pressures of vapor side and liquid
side at the throat, respectively.

It should be noted that the static pressure difference varies along the bubble in-
terface, as shown in Fig. 3. The static pressure difference at the top of a departing
bubble, ΔPT, can be expressed as 4σ/Dd, where σ is the surface tension, Dd is the
bubble departure diameter, while the static pressure difference at the throat Δpth is
estimated by

Δpth  =  σ ⁄ rth  −  σ ⁄ Rth  −  ρvWth
2  ⁄ 2 (5)

where rth and Rth are the first and second principal curvature radius of the vapor–
liquid interface at throat, respectively, ρv is the density of vapor, Wth is the vapor
velocity at throat. It should be pointed out that some researchers wrongly de-
scribed the pressure difference at the throat for missing the last term in Eq. (5),
which results in an unreasonable verdict: the pressure difference at the throat
would always be positive and consequently no necking process would occur. It
can be seen that the first two terms in Eq. (5) always give positive as soon as Rth
>  rth, to say nothing of the small values of rth with a larger Rth. Actually, it is
the higher and higher velocity of vapor passing through the throat creates the
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larger and larger negative pressure at the throat, as indicated mathematically by
Eq. (5). It can also be concluded that a detaching bubble will never depart with
zero neck diameter, i.e., rth ≠ 0, otherwise, Δpth → ∞. In other words, along with
the detaching bubble growth, the throat diameter of the bubble quickly contracts to
a finite value when the buoyancy exceeds the surface tension force at the throat
and consequently the neck breaks off suddenly. At this time, the major portion of
the bubble above the neck departs with a singular circle line A–A, as shown in
Fig. 4a, where a considerable large pressure difference Δpth occurs. This is the
reason that a liquid jet occurs in the departure bubble. Of course, the correspond-
ing singular line B–B is formed at the residual vapor portion sitting on the com-
posite surface but the strong evaporation from the liquid network at the residual
bubble bottom withstands the action of the sudden change of Δpth, and at the
same time rapidly fosters and develops a new bubble. Due to the bubble break-off
at the throat suddenly occurs in a finite diameter of the neck, a huge momentum
flow creates a liquid jet dashing into the bubble. It is the liquid jet that produces
a violent wake of the departed bubble and induces a strong convection flow on
the boiling surface to refresh the liquid network at the residual bubble, which sup-
ports the liquid supply for the new bubble growth, as depicted in Fig. 4b.

5. ENHANCEMENT OF BOILING HEAT TRANSFER

It is because of the unique structure of metal-graphite composite surfaces that the
strong evaporation in macro bubbles is supported by the ample liquid supply
through the liquid network connecting the macrolayers and microlayers to the bulk
liquid. Consequently, a much higher heat flux can be reached, especially when the
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FIG. 4: Growth, necking, and departure of a macro bubble: a) necking process; b) liquid
jet after the macro bubble departure



bubbles depart. As experimental demonstration by Chen and Chung (2002), a heat
flux pulse takes place at the bubble departure while a lower heat flux period oc-
curs in the bubble growth stage, as qualitatively shown in Fig. 5. The experiments
using FC-72 on platinum surface made by Chen and Chung clearly show that the
highest value of the heat flux pulse is about three times the heat flux in the bub-
ble growth stage (90 W/cm2 vs. 30 W/cm2). Usually, higher temperatures of the
micro- and macrolayers will increase the average heat flux for the larger conduc-
tion and higher evaporation rate in the micro- and macrolayers. Another efficient
approach to increase heat flux is to increase the bubble departure frequency. It is
easy to understand that higher frequency of bubble departure results in more heat
flux pulses per unit time for the shorter bubble life cycle, and consequently, the
average heat flux is increased. It is the metal–graphite composite surfaces that not
only have higher temperature in micro- and macrolayers but also make higher fre-
quency of the bubble departure, and therefore, average heat fluxes in both the
bubble growth stage and the bubble departure period are increased. Based on the
force balance at the neck of a departing bubble, Chao et al. (2004) have theoreti-
cally and experimentally demonstrated that higher vapor velocity produced by a
larger local heat flux of boiling on the composite surface enables the bubbles to
depart at smaller departure diameters, and consequently, results in an increased
bubble departure frequency. This enhancement mechanism can successfully explain
the experimental results of the enhanced boiling heat transfer both for F-113 and
water (Yang et al., 1991; Chao et al., 2004).

6. CONCLUSIONS

In pool boiling on metal-graphite composite surfaces, micro bubbles originate first
from the valleys between the fiber tip plateaus instead of the fiber tips on the
graphite tips, and then migrate to the tips. The growing micro bubbles sitting on
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the fiber tips coalesce and merge with each other to produce macro bubble em-
bryos with a liquid network consisting of micro- and macro-layers. An important
parameter, the microlayer thickness is analyzed and formulated.

It is the unique structure of metal-graphite composite surfaces that creates a liq-
uid network connected to bulk liquid, from whom an ample supply of liquid
firmly supports the strong evaporation at the surfaces of micro- and macrolayers
and fosters and develops macro bubbles. During the formation process of a macro
bubble, a convex-concave interface is created at the bubble bottom under the com-
bination of a high evaporation rate and the capillary-pressure difference, and then
develops to a neck with a decreasing throat diameter. It is the strong evaporation
that produces increasing vapor velocities and creates a very high negative pressure
at the bubble throat, which accelerates the reduction of the throat diameter and fi-
nally leads the macro bubble departure for the surface tension force failing to sup-
port the bubble against the buoyancy. 

A liquid jet is created immediately after the departure of the macro bubble by a
huge momentum flow due to the bubble throat break-off suddenly. The violent
wake of the bubble created by the liquid jet induces a strong convection flow on
the boiling surface to refresh the liquid network at the residual bubble bottom,
which fosters the new bubble. It is the composite surfaces that not only have
higher temperature in the micro- and macrolayers but also make higher frequency
of the bubble departure, and consequently, increase the average heat fluxes both in
the bubble growth stage and in the bubble departure period. In this way, the boil-
ing heat transfer is enhanced.
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A study of the flow structure inside a fin-and-tube heat exchanger was performed by using hy-
drogen bubble visualization technique to examine the effects of different vortex generator geome-
tries on the flow field, understand the formation of vortices and identify the punched-out hole
effect on the flow behavior. Flow visualization results clarified flow structures and the effect of the
punched holes for the studied vortex generator configurations. It is found that the vortices are cre-
ated in the installed or punched forms. The strength of the vortices of installed vortex generators
is more prominent compared to that of the punched vortex generators but the punched vortex gen-
erators showed smaller friction factors compared to the installed vortex generators.

KEY WORDS: hydrogen bubble, vortex generators, secondary flow, heat exchanger,
friction factor

1. INTRODUCTION
Heat exchanger efficiency is the most important aspect of its economical success
in air conditioning and refrigeration applications, and is often limited by the low
airside heat transfer coefficient. The airside temperature distribution is intimately
coupled to the velocity field, often taking the form of a boundary layer. This tem-
perature distribution is a manifestation of the airside heat transfer resistance and it
can be modified through flow manipulation. In design of a heat exchanger, laminar
flow is often desired or necessary because of design constraints and therefore most
compact heat exchangers operate with laminar developing flow. However, it may
be possible in some cases to turbulate the flow and thereby increase the heat trans-
fer but the secondary enhancement method caused by vortex generation is pre-
ferred over turbulation because laminar flow with streamwise vorticity have lower
rates of entropy generation and therefore have higher performance.
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Vortex generators enhance the airside heat transfer performance by generating
longitudinal vortices or secondary flow, which produce three-dimensional swirling
near-wall flow mixing with the mainstream and disturbing the thermal boundary
layer. Vortex generators are enhancing the heat exchange by modifying the flow to
a larger scale compared to other roughness elements such as dimples, and thus a
heat exchanger incorporated with vortex generators often use larger fin pitches in
the range of 3–5 mm which requires less material and therefore comprises lighter
weight and is less vulnerable to frost accumulation on the fin surfaces. A typical
fin-and-tube heat exchanger with punched vortex generators from the fins is shown
in Fig. 1. Various vortex generators such as rectangular, delta-wing, delta winglet,
and delta winglet pairs could be used to manipulate the flow by generating co- or
counterrotating vortices but delta-winglet pair vortex generators are more effective
to the heat transfer enhancement compared to the other types (Fiebig, 1998). Flow
through a heat exchanger is complex, and there are many important length scales
and geometric features without the complication of vortex generators. Flow around
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NOMENCLATURE

D tube diameter, m Greek symbols
f friction factor β attack angle of the vortex 

(= 2H/4L)(ΔP/ρ2U2), [–] generator, deg
H fin pitch, m ΔP pressure drop, Pa
L flow length, base length ν kinematic viscosity, m2/s

of the vortex generator, m ρ density, kg/m3

r distance from the center of the θ streamwise angle between
tube to the trailing edge the center of the tube and 
of vortex generator, m trailing edge of the vortex 

Re Reynolds number (= 2HU/v), [–] generator, deg
S distance between stagnation 

point of tube and tip of vortex Subscripts
generators, distance between tips p plain fin (fin-and-tube 
of vortex generators, m with no vortex 

U mean velocity, m/s generators)
VG vortex generator I pertain to "common flow up"
x/H location in fin span wise direction configuration
y/H location in stream wise direction II pertain to "common flow down" 
z/H location in fin normal direction configuration



a tube and a tube with two different geometries of delta-winglet pair vortex gener-
ators in a channel simulating a passage between two fins of a fin-and-tube heat
exchanger visualized using the dye-injection method are shown in Fig. 2. The flow
structures in Fig. 2 depict longitudinal vortices and a wake flow region behind the
tube.

Vortex generators can be applied in a heat exchanger by installation on the fins
or punching out from the fins; but the latter case is often used due to simplicity
in the manufacturing process and a smaller cost. Due to technical limitations en-
countered in the heat transfer coefficient measurements on the fin surface, effects
of punched holes on the heat transfer measurements are usually disregarded. The
presence of punched holes may affect the flow and the heat transfer. Several stud-
ies have been performed on the application of vortex generators on the heat trans-
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FIG. 2: Schematics and flow structure around a tube (a), and two vortex generator geome-
tries (b) VG-I and (c) VG-II; visualized using the dye-injection method at Re = 500

FIG. 1: A fin-and-tube heat exchanger with punched vortex generators



fer enhancement of heat exchangers, (for instance, Febig, 1998; Mustafa et al.,
2009; Biswas and Chatopadhyay, 1992), but the information on the effect of
punched holes is lacking in the literature. A deeper understanding of the flow
structure of a channel with multiple tube rows and vortex generators could identify
the desirable features of secondary flows for heat exchanger geometries and point
toward schemes for exploiting their full potential. This study employs a hydrogen
bubble technique to visualize the complex flow structure within the fins with tubes
and vortex generators and aims at understanding the flow behavior and effect of
the holes on the vortices in order to reach a better comprehension of the convec-
tive heat transfer of a fin-and-tube heat exchanger.

2. EXPERIMENTAL METHOD AND SETUP

Hydrogen bubble visualization was carried out in a vertical closed-circuit water
tunnel with a cross section of 200 mm × 70 mm. The apparatus for the hydrogen
bubble technique is shown in Fig. 3. Water flow in the channel was maintained by
a head difference between the water tank and the outlet of the channel. The flow
was induced from the water tank through a valve and a flow meter into a settling
chamber. The settling chamber was equipped with a system of flow straighteners
and meshes to provide the test model with a very smooth laminar flow of uniform
velocity profile. Desired flow rate was obtained by controlling the valve.
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FIG. 3: Schematic of the experimental apparatus for hydrogen bubble flow visualization



Platinum-wire probes with a 50-μm diameter were used to generate time-lines of
hydrogen bubbles. The platinum wires were placed upstream horizontally in the
center plane of the test model (Fig. 4). A variable-voltage DC pulse generator (Sa-
gawa MN-305) was used to create pulsed voltage for the probe wires. The pulse
generator voltage was typically set to 150 V. The duration of pulse and the inter-
val between two consecutive pulses were varied depending on the Reynolds num-
ber. A series of tests were performed with different pulse and intervals for each
Reynolds number and vortex generator configurations. Then, the optimum values
for the pulse duration and interval were decided to best describe the flow struc-
tures in the range of tested Reynolds numbers and vortex generator configurations.
In this paper, the pulse setting for Re = 250 and Re = 500 was 100 ms for pulse
duration and 200 ms for the interval between two pulses. To increase the quality
and amount of hydrogen bubbles produced under a constant voltage, sodium sulfate
(Na2SO4) 0.12 g/liter was added in the water in order to facilitate the electrolysis
and thus reduce the necessary voltage. Two Neon lights (60 W each) were used to
illuminate the flow field. The bubbles become visible tracers once they penetrate
the illuminated zone and reflect the incident light. Visualized image of the flow
field was obtained using a digital video camera. The flow Reynolds number was
based on the two times of fin-pitch (2H = 20 mm) and mean velocity ranged from
250 to 500.
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FIG. 4: Schematic of the test channel. Location of cathode probes in the region between
two fins can be accurately adjusted by moving the walls on the fin normal direction and
also by moving the test model in the vertical direction



2.1  Test Model and Vortex Generator Geometry
The test model is simulating a part of the gas side fin arrangement of a fin-and-
tube heat exchanger. It is a two times enlarged model composed of eight succes-
sive fins each fitted with three staggered tube rows. The test model is fabricated
from clear Plexiglas tubes with a 18-mm outer diameter and 0.3-mm transparent
fins to permit flow visualization. Two test models with two different vortex gener-
ator configurations are made. Vortex generators are punched from the fins; but in
the case of the installed vortex generators transparent sheets of 0.2-mm thick are
placed behind the fins with punched vortex generators so that the effect of the
punched holes is prevented. Schematic of the vortex generators is shown in Fig. 5.
The vortex generators have a height-to-length aspect ratio of 0.5 with a height H,
equal to the fin pitch. Two different vortex generator configurations ("common
flow up" configuration and "common flow down" configuration) are employed
which are called VG-I and VG-II hereafter, respectively.

Flow is visualized within the middle fins of the test model. Three hydrogen bub-
ble-generating wire probes are used to visualize the flow structure, located in the
x-y plane on the upstream of the first row (at y/H = 0), behind the first row (at
y/H = 3.8), and behind the second row (at y/H = 7.6). Locations of the wires are
also varied in the z-y plane or normal to the fin in order to visualize the flow
structure near the fin surface.
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FIG. 5: Vortex generator configurations: a) VG-I and b) VG-II



3. RESULTS

Figure 6 shows flow structures of the two cases installed and punched vortex gen-
erators VG-I with the nondimensional distance of hydrogen bubble-generating
wires from the fin surface z/H = 0.5 at Re = 250 and Re = 500. Variations of in-
stantaneous velocity profiles caused by the vortex generators are clearly visible in
the figures. The structures downstream of the tubes are showing low velocity pro-
files in the wake flow regions. As it is seen, VG-I induces the flow towards the
tube walls and therefore the location of the flow separation point from the tube
walls is moved downstream and the size of the wake flow regions is reduced.

An examination of Figs. 6a and 6b, at Re = 250, clearly reveals significant struc-
tural changes downstream of the punched and installed vortex generators VG-I.
Velocity profiles downstream of the vortex generators show that the flow instabil-
ity and mixing is higher in the installed VG-I while it is reduced in the case of
the punched vortex generators. Spots "A" and "B" marked by arrows in Fig. 6
show the downwash (where the vortex induces the flow towards the wall or fin)
and upwash regions (flow upwards the wall), respectively. The downwash and up-
wash structures, also called secondary flows, are interacting with the boundary
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FIG. 6: Flow structures of punched vortex generators VG-I and installed vortex generators.
20 Hz hydrogen bubble-generating pulse frequency, Re = 250 and Re = 500. The distance
of the wire probe from the fin is z/H = 0.5



layer near the wall and enhance heat transfer locally on the wall surface. Spot "C"
shows a flat velocity profile in punched vortex generators while it has a parabolic
shape in the installed vortex generators. It is seen that flow structures behind the
first and second rows in VG-I are similar. With increasing the Reynolds number to
Re = 500, a flow structure remains steady in the case of punched VG-I, see Fig.
6c, while vortices or upwash and downwash regions become more prominent but
the velocity profile is still constant and one-dimensional in the spot "C". Figure 6d
shows that with increasing the Reynolds number, the flow structure in the spots
"A" and "B" becomes unsteady in the installed VG-I. It should be noted that flow
through the punched holes is not visualized in Fig. 6.

Flow visualization of punched VG-I shows that the flow from the region close
to the backside of the fin surface is induced through the punched holes as a con-
sequence of a low-pressure zone in the wake of the vortex generators.

This phenomenon induced a laminar flow structure across the fins through the
punched holes. Figure 7 shows the effect of the punched holes on the flow struc-
ture in VG-I and flow through the holes. The flow structure induced through the
punched holes (indicated by the arrows) from the region on the backside of the fin
is shown in Fig. 7a. In this case, the hydrogen bubble-generating wire is posi-
tioned at a distance of z/H = 0.85 on the backside of the fin and only the up-
stream wire is operated. Figure 7b shows only flow through the punched holes by
painting the base fin in black color and positioning the wire beneath the fin (at
z/H = 0.85). Schematic of the flow through the holes is shown in Fig. 7c.

Figure 8 shows flow structures of the two cases: installed and punched vortex
generators VG-II with the nondimensional distance of hydrogen bubble-generating
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FIG. 7: Effect of punched holes on the flow structure and flow through the holes of VG-I:
a) flow upstream of the first row is visualized, b) flow from the backside of the fin
through the holes, c) schematic of the flow through the holes in VG-I. 20 Hz hydrogen
bubble-generating pulse frequency, Re = 500. The distance of the wire probe from the fin
is z/H = 0.85



wires from the fin surface at z/H = 0.5 at Re = 250 and Re = 500. Variations of
instantaneous velocity profiles caused by vortex generators as well as vortex struc-
tures in downwash (spots "B") and upwash (spots "A") profiles are visible in
Fig. 8. The structures downstream of the tubes are showing low velocity profiles
in the tube wake flow regions. Spots "D" in Fig. 8 show that the longitudinal vor-
tices are persisting and extending to the downstream rows. Downwash and upwash
structures are created from spanwise and normal velocities which play a significant
direct role in convective heat transfer. Since the downwash and upwash structures
are occurring jointly, the heat transfer will be enhanced on the fin surface with
vortex generators and on the fin surface opposing to the vortex generators. This
behavior is reported in the heat transfer measurements of the present group of
authors’ (Mustafa et al., 2009). It is worth mentioning that by moving the hydro-
gen bubble-generating wire in the fin normal direction or near to the fin surface
several vortex structures are visualized which are not shown in this paper. Flow
structure and vortices are laminar downstream of the first row and gradually be-
come unsteady in the downstream tube rows.
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FIG. 8: Flow structures of punched vortex generators VG-II and installed vortex gener-
ators. 20 Hz hydrogen bubble-generating pulse frequency, Re = 250 and Re = 500. The
distance of the wire probe from the fin is z/H = 0.5



Comparison of the velocity profiles of punched and installed vortex generators
VG-II in Fig. 8 implies that the punched holes created by VG-II do not signifi-
cantly change the flow structure and vortices are created in both cases. It is also
observed that flow through the punched holes of VG-II is negligible and cannot
affect the flow structure in the succeeding neighboring fins.

Increasing Reynolds number from Re = 250 to 500 induces more intense vor-
tices as seen in Figs. 8c and 8d. The wake flow region behind the tubes becomes
unsteady compared to the cases of Re = 250.

3.1  Friction Factor Measurements

Pressure drop measurements are performed in a horizontal wind tunnel with a
cross section of 200 mm × 70 mm. The same test models used in the flow visu-
alization experiments are placed in the wind tunnel in the upstream flow entrance.
A laminar and developing flow condition is attained at the entrance of the test
model. Static pressures across the test models are measured using pressure taps lo-
cated on the walls of the wind tunnel. Pressures from the wall pressure taps are
measured using a digital manometer (Yokogawa MT-210). Friction factors are de-
termined from streamwise pressure gradient magnitudes. The Reynolds number is
based on the mean flow and is two times of the fin pitch (2H = 20 mm).

Figure 9 shows the friction factor f comparison of punched and installed vortex
generators VG-I and VG-II versus the Reynolds number. As is seen, the friction
factor decreases with an increase of the Reynolds number. Friction factors of VG-I

FIG. 9: Friction factor f, comparison of the punched vortex generators with the installed
vortex generators for two vortex generator configurations VG-I and VG-II versus the
Reynolds number
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are lower by 29.24% and 27.29% at Re = 1000 compared to friction factors of
VG-II in the installed and punched cases, respectively. Lower friction factors of
VG-I mainly arise from its smaller form drag and reduction of the wake flow zone
behind the tubes. Friction factors are reduced in the punched vortex generators by
11.54% in VG-I and 13.79% in VG-II compared to the installed vortex generators
because the punched holes decrease the pressure difference between two sides of
the vortex generators. Friction factors of the plain fin (fin-and-tube model with no
vortex generators and punched holes) are shown as a reference for comparison in
Fig. 9.

4. CONCLUSIONS

The flow field in a three-row fin-and-tube heat exchanger with two vortex gener-
ator configurations, namely VG-I and VG-II, taking in to account the pressure drop
measurements and punched hole effects are investigated. Flow structure charac-
teristics of two types of vortex generator configurations with punched and installed
forms are elucidated and the following conclusions are attained:

1. It is revealed that using vortex generators in both punched or installed forms
produces secondary flows and flow interaction with the fin surface which will
enhance the heat transfer locally on the fin surface.  

2. Depending on the geometry of the vortex generators the effect of the punched
holes on the flow structure and on the vortices could be significant or insig-
nificant. The flow structure of VG-I with punched holes shows a significant
difference from the flow structure of the installed VG-I. Secondary flows or
vortices in the installed VG-I are more intense, also accompanied with higher
pressure drops compared to those of punched vortex generators but although
the intensity of the secondary flow is partially decreased downstream of the
vortex generators in punched VG-II, a laminar flow structure is induced
across the fins through the punched holes which causes mixing of the fluid
and thus disturbance to the boundary layer and gives a reduced pressure drop
at the same time.
   On the contrary, effect of the punched holes on the flow structure and
flow through the punched holes are not significant in VG-II. 

3. Delta-winglet pair vortex generators can influence flow separation from the
tube walls, flow structure, and size of the wake region behind the tubes. As
is seen in the visualized flow structure of VG-I, the separation point from the
tube walls was moved downstream, and the size of the wake region greatly is
reduced which in turn reduces the form drag of the tubes and enhances heat
transfer in the wake flow region behind the tube.

4. Pressure drop measurements showed that the vortex generators with punched
holes produce smaller pressure drops compared to the installed vortex gener-
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ators. Therefore, in terms of the pressure drop, punched vortex generators will
give better performance.
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This paper describes the behavior of the swirl flow of mixed convection in a horizontal square
duct (side length: L) with heated and cooled side walls. The flow behavior was visualized by the
dye-injection method and numerical analysis. The working fluid was water. In the numerical
analysis, the governing equations were solved using the SIMPLE procedure and QUICK scheme
through the control volume. The Reynolds number Re at the inlet was 100 and the Richardson
numbers Ri (= Gr/Re2), where Gr is the Grashof number, ranged from 16 to 180. Results show
that the swirl flow was activated with increase of Ri. The pitch length of the swirl flow, P, de-
creased with an increase of Ri, and the dimensionless pitch length, P/L, was expressed as a
power function of Ri.

KEY WORDS: swirl-type mixed convection, flow visualization, pitch length, numeri-
cal analysis, horizontal square duct

1. INTRODUCTION
Mixed convection, comprising both forced and natural convection, is seen in small
and low-velocity type heat exchangers, chemical vapor deposition, sophisticated de-
vices and so on. The flow behavior in mixed convection is influenced by the ther-
mal boundary conditions, the working fluids and the shape of the duct, and affects
the heat transfer. Therefore, the characteristics of flow behavior in mixed convec-
tion should be examined in detail to improve the design of practical equipment.
Asymmetric or one-sided heating conditions can be seen in practical equipment as
thermal boundary conditions. Mixed convection in asymmetric heating has been
studied numerically and experimentally by several authors. Chin et al. (1998) ex-
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perimentally evaluated laminar and turbulent forced convections in a vertical rec-
tangular duct. In the laminar regime, the local Nusselt number Nu was observed to
be higher than that expected purely forced convection in both the developing re-
gion and the fully developed region. Cheng et al. (2000) examined the mixed con-
vection in a vertical rectangular duct using a three-dimensional numerical analysis,
and reported that the strength and the extension of the reverse flow were depend-
ent on the buoyancy parameter Gr/Re, the cross-sectional aspect ratio, and Prandtl
number Pr, and that the threshold value that caused reverse flow increased with
the aspect ratio. Sakamoto et al. (1995) calculated the flow behavior for a horizon-
tal square duct with heated and cooled side walls, and reported that the swirl flow
was generated along the flow direction, and two recirculation flows were generated
to the inside of the swirl flow in the case of a high Richardson number Ri at the
cross section. Gau et al. (2000) carried out flow visualizations in a horizontal rec-
tangular duct with uniform heat flux from a side wall, and reported that the flow
behavior does not change even if the inlet Re varies at the same Ri. Kurosaki et al.
(1987) calculated the flow for a horizontal rectangular duct with uniform heat flux
from a side wall, and showed that Nu can be arranged by the modified Graetz
number Gz. Toriyama and Ichimiya (2006) calculated flow for a horizontal square
duct with heated and cooled side walls, and reported that the pitch length of the
swirl flow decreased with increasing Ri. Additionally, the thermal performance with
swirl flow was examined in detail. The swirl-type mixed convection in the present
study is a mixed convection with swirl flow described as mentioned above. In par-
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NOMENCLATURE

Cp specific heat capacity at constant TC cooled wall temperature, oC, K
pressure, J/(kg⋅K) T0 inlet fluid temperature, oC, K

g gravity, m/s2 u, v, w velocity components of X, Y, Z
Gr Grashof number, directions, m/s

= gβL2(TH − TC) ⁄ ν2 u0 average inlet fluid velocity, m/s
L side length of the duct, m U, V, W dimensionless velocity compo-
p pressure, Pa nents of X, Y, Z directions,
P pitch length of the swirl flow, m U = u/u0, V = v/u0, W = w/u0

Re Reynolds number, = u0L/ν X, Y, Z coordinates, m, mm
Ri Richardson number, Greek symbols

= Gr/Re2= gβL(TH − TC) ⁄ u0
2 β coefficient of thermal expansion, 

t time, s K–1

T temperature, oC, K λ thermal conductivity, J/(m⋅s⋅K)
TH heated wall temperature, ν kinetic viscosity, m2/s

oC, K ρ density, kg/m3



ticular, it was a flow phenomenon seen in ducts with heated and cooled side walls.
However, these previous works did not perform a quantitative or detailed analysis
of the behavior of a swirl flow on mixed convection.

In the present study, the behavior of a swirl flow in mixed convection in a hori-
zontal square duct with heated and cooled side walls was investigated using flow
visualization and three-dimensional numerical analysis. The pitch length of the
swirl flow was examined in detail.

2. FLOW VISUALIZATION

Figure 1 shows a schematic diagram of the experimental apparatus for flow visu-
alization. The working fluid was water. The apparatus was made of a transparent
acrylic plate in order to clearly visualize the dye. The test section consisted of an
adiabatic entrance section and a heat transfer section, both of which were 400 mm
in length. The side length of the square duct was 20 mm. Two chambers were set
up at the inlet and outlet of the test section, and the working fluid flowed into the
square duct using the head difference between the inlet and outlet chambers. The
fluid temperature in the reservoir tank was kept constant by means of a regulation
system, and fluid was pumped up to the inlet chamber. This flow rate was regu-
lated by a needle valve. The water that overflowed from the overflow pipe in the
outlet chamber returned to the reservoir tank. The side walls of the heat transfer
section were made of 10-mm-thick copper plate. To maintain the wall temperature,
a duct for the constant temperature water flowing was set up along the copper
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FIG. 1: Experimental apparatus



plate; its size was 20 mm × 20 mm at the cross section. The surrounding wall of
the duct was made of 20-mm-thick acrylic plate. The side-wall temperatures were
kept constant by flowing constant-temperature water along the copper plate. The
wall temperatures were measured by K-type thermocouples placed in holes inside
the copper walls. The upper and the bottom wall of the test section and the side
walls of the adiabatic entrance section were made of 30-mm-thick and 50-mm-
thick acrylic plates, respectively. By keeping the room and the inlet fluid tempera-
tures the same, the upper and bottom walls of the heated section and the walls of
entrance section were insulated thermally. The duct was made within an accuracy
of 0.1 mm. The horizontal level of the duct was supported within 0.1o.

Table 1 shows the experimental conditions. The Reynolds number Re (= u0L/ν)
at the inlet was 100 and the inlet fluid temperature was 20oC, where u0, L and ν
were the average inlet velocity, the side length of the duct and the kinetic viscos-
ity of the water at 20oC, respectively. The Richardson number Ri was defined by
the expression

Ri = Gr
Re2  =  

gBL(TH − TC)
u0

2 (1)

where g and β are the acceleration due to gravity and a coefficient for the thermal
expansion of water at 20oC, respectively. Temperature was controlled within 0.1oC.

The flow behavior of mixed convection was visualized by a dye-injection
method using three color dyes. The dyes were fluorescein (green), rhodamin-B
(red), and mixed (orange), and their concentrations were about 10 ppm. The dyes
were injected through three 1-mm-diameter pipes at the inlet of the duct. Their po-
sitions were horizontally 5 mm from the cooled side wall and vertically 5, 10, and
15 mm from the bottom wall. The result of the preliminary experiment shows that
the flow behavior was visualized as a whole swirl flow when dyes were injected
at this position. The experimental apparatus was installed in a dark room, and the
flow behavior was visualized by illumination using a slit-type halogen lamp. The
flow behaviors were photographed using a 4.13-megapixel digital camera from the
downstream side.

X, Y, and Z coordinates of the flow visualization were along the flow direction,
vertical axis, and horizontal axis, respectively. The origin was the bottom side of
the heated wall at the starting point of the heat transfer section.
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TABLE 1: Experimental conditions

TH [oC] 25 30 35

TC [oC] 15 10 5

Ri 16.25 32.30 48.44



3. NUMERICAL ANALYSIS

Figure 2 shows the Cartesian coordinate system used for this analysis. The X, Y,
and Z axes were along the flow direction, vertical axis and horizontal axis, respec-
tively. Their size and origin were the same as in the experiment of flow visualiza-
tion. Gravity acted in the negative direction of the Y-axis. The governing equations
in this analysis were as follows:

Continuity equation
∂ui

∂Xi
 = 0 (2)

Momentum equation

where K1 = K3 = 0 and K2 = gβ(T – T0)

Energy equation

The Boussinesq approximation was applied to the buoyancy term in the momen-
tum equation. These governing equations were discretized by the control volume
method, and velocities, pressure and temperature distributions were obtained by the
SIMPLE algorithm (Patankar, 1980). To minimize the numerical diffusion effect,
the QUICK scheme (Leonard, 1980) was applied to convection terms of momen-
tum and energy equations. The square duct was divided into 800(X) × 20(Y) ×
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FIG. 2: Coordinate system
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20(Z) = 320,000 meshes using uniform staggered grids. Numerical analysis used
the time marching method, with time steps of 0.01 s. Effects of the mesh spacing
and the time step using this numerical code were previously examined by Kunugi
et al. (1994), and there was no influence on the numerical results. The temperature
dependence of kinematic viscosity and thermal conductivity of water was consid-
ered using a cubic interpolated equation of temperature.

Table 2 shows the numerical conditions. The inlet and initial velocities com-
prised a fully developed laminar profile (Shah and London, 1978) corresponding to
Re = 100, which is same as the experimental condition. The inlet and initial fluid
temperature was 30oC. The temperatures of the heated and cooled side walls were
given so that the absolute value of the temperature difference between inlet and
heated or cooled side wall might become the same. The entrance section and the
upper and the bottom walls of the heat transfer section were insulated thermally.
At the exit, the velocity and temperature gradients along the axial direction were
zero. The wall condition was assumed to be a non-slip condition. The state was
approached to be steady after about 100 s. The mass between entrance and exit
was balanced within 10–3% and the heat balance between heating and cooling rate
from the side walls and transport rate by the fluid was maintained within 0.06–
1.53%. Hereafter, we discuss the steady-state solution.

4. EVALUATION METHOD OF SWIRL FLOW
The swirl flow was generated along the flow direction in the duct because the
fluid was heated and cooled with the side walls. The averaged pitch of the swirl
flow was used as one of the characteristics of the swirl flow. Figure 3 shows a
flow model, and the blue line shows a streak line of a swirl flow. The pitch length
of the swirl flow was calculated from such a three-dimensional flow model. In the
flow visualization, several pictures were taken along the main flow direction from
the exit of the duct. A streak line was produced by connecting the pictures at each
point along the flow direction. In the numerical results, streak lines used a bird’s
eye view. To measure the pitch length of the swirl flow, four corners of the duct
were noticed, and the lengths for one rotation of the swirl flow at each corner
were measured. The subscript "i" of Pi in Fig. 3 means the order of the pitch from
the starting point of the heat transfer. In the present study, the averaged pitch
length of the swirl flow, P, was determined by

P  =  1n ∑ 
i=1

n

Pi (5)
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TABLE 2: Numerical conditions

TH [oC] 35 40 45 50 55
TC [oC] 25 20 15 10 5

Ri 36.44 72.89 109.44 145.77 182.22



5. RESULTS AND DISCUSSION

In the first step, flow visualization and three-dimensional streak lines at Ri = 16.15
are shown in Fig. 4. Figure 4a shows pictures of the flow visualization at a cross
section from the downstream side, and Fig. 4b shows the streak lines of the swirl
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FIG. 3: Swirl model

FIG. 4: Flow visualization by the dye-injection method and flow model (Ri = 16.15): (a)
by dye-injection method, (b) streak line 

(a)

(b)



flow made from these pictures. The left- and right-hand sides of the picture in Fig.
4a are the cooled and heated walls, respectively. In Fig. 4b, the streak line at the
heat transfer section was one line because the dye positions were not clearly seen.
In Fig. 4a, the flow rises up along the heated wall and falls down along the
cooled wall. Therefore, the swirl is generated along the flow direction. Figure 4b
represents the streak line of the swirl flow corresponding to Fig. 4a. As a result,
the line rotates two times along the flow direction.

To discuss the effect of Ri, Fig. 5 shows the pictures at X = 50 and 100 mm
and the three-dimensional streak line for various Ri values. Figure 5a shows pic-
tures of flow visualization at a cross section from the downstream side, and
Fig. 5b represents the streak lines of the swirl flow constructed from these pic-
tures. In Fig. 5a, the distance at which the dye reaches the bottom wall differs for
different Ri values. It depends on the temperature difference between the heated
and cooled walls. In addition, this phenomenon affects the number of rotations of
the streak line in Fig. 5b. That is, the pitch length of the swirl flow decreases with
increasing Ri.
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FIG. 5: Relationship between the flow pattern and Ri: (a) by the dye-injection method, (b)
streak line

(a)

(b)



Since the flow visualization of a swirl flow with very short pitch length was dif-
ficult, the flow behavior at high Ri was considered by numerical results. Figure 6
shows the three-dimensional streak lines for Ri = 36.44 and 109.33 by numerical
analysis. The streak lines start from eight points at the entrance along the Y direc-
tion at Z = 15 mm. The lines go straight along the flow direction in the adiabatic
entrance section and a swirl flow is generated along the flow direction in the heat
transfer section. The line rotates three times at Ri = 36.44 and four times at Ri =
109.33. The number of rotations of the swirl flow increases with Ri. That is, the
pitch length of the swirl flow decreases with increasing Ri. This is a tendency
similar to the experimental result shown in Fig. 5. Moreover, the number of rota-
tions at Ri = 36.44 is almost the mean value of the results of Ri = 32.30 and Ri
= 48.44 in the experiment. It can be said this numerical analysis is appropriate for
the evaluation of the pitch length of the swirl flow.

To examine the swirl flow at a cross section, Fig. 7 indicate the dimensionless
velocities V and W along Y and Z directions at various positions, respectively. Di-
mensionless velocities V and W are defined by V = v/u0 and W = w/u0, where u0
is the averaged inlet velocity. In Fig. 7a, the fluid falls down near the cooled wall
and rises up near the heated wall. The absolute maximum value of V exists near
the side wall. The absolute maximum value of V decreases and the absolute value
of V at the center of the duct increases along the flow direction. For this reason,
the fluid temperature at the center of the duct increases or decreases due to the ef-
fect of the swirl flow and thermal diffusivity of the fluid. At the more downstream
side, the vertical velocity across the section is almost zero at the center of the
duct. The dimensionless velocity W shows a similar tendency. In Fig. 7b, the di-
mensionless velocity near the wall is increased, and the dimensionless velocity at
the center of the duct is decreased. Consequently, the swirl runs along close to the
wall across the section.
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FIG. 6: Streak lines



Figure 8 shows the local pitch length Pi at the position X for various Ri values.
Experimental and numerical results are expressed by black symbols and white
symbols, respectively. The local pitch length of the experimental and numerical
analysis, Pi, is short near X ≈ 0 because the driving force of the swirl flow is
large due to the secondary flow in Fig. 7. On the other hand, Pi becomes short to-
ward the down stream region because the swirl flow runs only close to the wall
across section. As a result, Pi peaks at X = 50–100 mm.

Figure 9 shows the relationship between the dimensionless averaged pitch P/L
and Ri in logarithmic scale. Experimental and numerical results are expressed by
solid circles and white circles, respectively. The dimensionless pitch length de-
creases linearly with increasing Ri. It is expressed as a power function by Eq. (6)

(b)

FIG. 7: Dimensionless velocities V and W at Y = 10 mm and Z = 10 mm, respectively;
(a) Ri = 36.44; (b) Ri = 109.33

(a)
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P ⁄ L  =  16.15 Ri−0.234 (6)

The accuracy is within ±15% and the allowable range is 16 ≤ Ri ≤ 185.

6. CONCLUSIONS

The swirl flow characteristics of mixed convection in a horizontal square duct with
heated and cooled side walls were evaluated by flow visualization and numerical
analysis. The conclusions were as follows:
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FIG. 9: Relationship between Ri and P/L

FIG. 8: Pitch length along the flow direction



(1) Generally a swirl flow moves along the walls, and the values of the vertical
and the horizontal velocities near the center of the duct at a cross section be-
comes almost zero in the downstream region.

(2) The pitch length of the swirl flow changes along the flow direction, and de-
creases after increasing once toward the downstream region.

(3) The average pitch of the swirl flow decreases with increasing Ri.
(4) The dimensionless averaged pitch P/L decreases with increasing Ri and is ex-

pressed as a power function of Ri. The accuracy of this equation is within
±15% in this analysis.
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Fluid flow behavior and heat transport rate of Parallel-Tube Heat Transport Devices (PT-HTD)
were experimentally investigated using water as a working fluid. In the present PT-HTD, evapo-
rator and condenser chambers were connected through five parallel glass tubes of the same inner
diameter. The PT-HTD was vertically set and the bottom evaporator and top condenser were
heated and cooled, respectively. The entrainment limit of PT-HTD was observed that may mainly
be affected by a small tube diameter. However, the heat-transport rate of PT-HTD is independent
of the tube diameter. The unsteady flow behavior was always observed in PT-HTD. The number
of tubes in which upward flow occurred increased when the heat-transport rate of PT-HTD in-
creased.

KEY WORDS: heat transport device, phase change, two-phase flow, boiling, flow visu-
alization, image processing

1. INTRODUCTION

Recently, heat flux generated by electronic components has been increasing with
continuing decrease in their size. Heat transport devices are used to remove heat
from those electronic components. Heat dissipation of the next-generation elec-
tronic components will certainly exceed capability of existing heat transport de-
vices such as conventional heat pipes (Grover et al., 1964) or thermosyphons (also
called gravity-assisted heat pipes) (Stauder and McDonald, 1986; Khodabanden and
Palm, 2002; Lee and Mital, 1972). Therefore, there is a need for more compact
and efficient heat transport devices.

Boiling and condensation are very important in heat transfer processes as they
are generally associated with high heat-transfer rate. According to the increase in
heat dissipation for electronic components, there has been an increased interest in
electronic-device cooling using heat transfer with boiling and condensation.
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This paper presents the flow visualization and heat transfer results of a Parallel-
Tube Heat Transport Device (PT-HTD) that utilizes heat transfer with boiling and
condensation. It consists of parallel tubes with headers on both ends. The mecha-
nism of the fluid flow in the PT-HTD is different from that of the conventional
ones like thermosyphons and heat pipes. Unlike heat pipes, PT-HTD does not use
a wick structure to enforce condensate liquid return to evaporator, PT-HTD uses
conventional parallel tubes to enable reciprocating motion of liquid and vapor in-
side the device.

The performance of PT-HTD is affected by many parameters. Onishi et al.
(2005) studied the effect of a number of parallel tubes on heat-transport rate of
PT-HTD. They tested three PT-HTDs with 3, 6, and 12 parallel tubes. Their de-
vices were constructed with copper capillary tubing for both headers and parallel
tubes. Their results showed that the heat-transport rate did not increase linearly
with an increase in the number of parallel tubes. In another research, Onishi et al.
(2004) tested PT-HTDs, which had six parallel tubes and different tube diameters
of 0.51, 1, and 2 mm. They found that the heat-transport rate of the 1- and 2-mm
cases was almost the same. However, for PT-HTD with 0.51 mm, when the tem-
perature difference of the evaporator and condenser reached a certain value the
heat-transport rate became saturated. They claimed that an inner diameter had sig-
nificant influence on heat-transport rate of PT-HTD when it is small. Cirtog et al.
(2007) tested PT-HTDs with two different diameters (3.5 mm and 6.5 mm) to en-
force unidirectional circulation of the working fluid. They argued that the high
heat-transport rate was archived because of the establishment of one-way recircula-
tion flow of working fluid. However, the reason for achievement of a high heat-
transport rate in one-way recirculation flow of working fluid was not shown in
their study. The flow behavior in PT-HTD is complex and it is affected by a num-
ber of parameters. The fluid flow inside PT-HTD is related closely to heat-trans-
port rate. However, the real mechanism of fluid flow occurring inside PT-HTD is
not well understood.
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NOMENCLATURE

cp specific heat, J/kg⋅K ρ density, kg/m3

P pressure, kPa
Q
.

heat-transport rate, W Subscripts
T temperature, oC w water
V velocity, m/s in inlet
V
.

volumetric water flow rate, m3/s out outlet
Greek symbols ev evaporator
ΔP pressure difference, kPa co condenser



The objective of the present study is to examine the effect of tube diameters on
the flow behavior and the heat-transport rate of PT-HTD. Three different tube di-
ameters have been employed in this study.

2. EXPERIMENTAL SETUP AND PROCEDURE

The schematic of a PT-HTD is shown in Fig. 1 and the principal parameters of
the device are listed in Table 1. The core of the device consisted of an evaporator
and a condenser, which were connected by five parallel glass tubes. The device
was vertically set with the condenser and the evaporator on top and bottom loca-
tions, respectively. The evaporator and condenser were rectangular brass chambers.
The test core was designed to show the phenomenon inside the PT-HTD by using
the transparent glass, which allowed the direct observation of fluid flow in tubes,
bubble generation in the evaporator and condenser.

Two ceramic heaters (Sakaguchi MS-2, 25 mm × 50 mm) attached on the back-
side of the evaporator were used as the heat source. Electric power to the heater
was supplied from a Variac (0–300 V) connected in series to a multimeter (Keith-
ley 2000) measuring the current. The voltage across the heater was measured by
another multimeter (Keithley 2010). The heat input was evaluated by measuring
the voltage and current. A cooling path of water was installed on the backside of
the condenser. The water flow rate was measured by using a rotameter. The tem-
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FIG. 1: Schematic of a parallel-tube heat transport device



perature rise of cooling water was measured by two T-type thermocouples. Four
sheath-type thermocouples (0.25 mm O.D.) were used for measuring the tempera-
ture of the liquid and the walls of the evaporator and condenser. The pressure in
the evaporator and condenser was measured by two high-precision pressure sensors
(Keyence PV-10S, ±100 kPa, resolution 0.1 kPa).

Purified water was used as the working fluid. After it was evacuated to
0.26 kPa, the test core was charged with water up to 50% of the inner volume.
After charging water, the test core was evacuated again to pressure of 2 kPa, and
then the measurements were started.

The experiments were conducted by changing stepwise heat input and then the
operating parameters were recorded after the new steady state of system was at-
tained. As soon as the wall temperature of the evaporator reached about 80oC, that
was close to a critical temperature of electronic components (CPU, 2009), the
power supply to ceramic heaters was switched off.

The fluid flows in the evaporator, the condenser, and the parallel tubes were re-
corded simultaneously at the rate of 1000 frames per second using a high-speed
camera (Photron, Fastcam-512 PCI) with support of a mirror system. The tempera-
ture and pressure data were fed to a data acquisition system and were analyzed by
using LabVIEW software. The heat-transport rate, Q

.
, of PT-HTD was evaluated by

water temperature and water flow rate.

Q
.
 = ρcpV

.
(Tw,out − Tw,in) (1)

where Tw,in, Tw,out, and V
.
 are the condenser inlet and outlet temperatures and the

volume flow rate of the cooling water, respectively. The PT-HTDs of three differ-
ent inner tube diameters, which were 1.6, 2.6, and 3.6 mm, were tested (all of
200-mm length).

Uncertainty analysis in the present study is based on the test uncertainty (ASME,
1998). The heat-transport rate of PT-HTD was calculated by measuring the volume
flow rate and temperature difference of cooling water through the condenser. The
cooling water volume flow rate was selected at 460 ml/min (±20 ml) during the
experiment. The uncertainty of cooling water temperature measurement was less
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TABLE 1: Specification of PT-HTD

Headers
Length.Width.Depth 50 × 50 × 1 mm3

Material Brass

Parallel tubes
Length 200 mm
Inner diameter 3.6, 2.6, 1.6 mm
Material Glass

Working fluid
Material Pure water
Filling ratio 50%



than 1.5oC. The uncertainty of the heat-transport rate (Q
.
) was calculated to be

9.4% (with 95% confidence). 

3. VELOCITY ESTIMATION USING IMAGE PROCESSING

In order to attempt a quantitative description of fluid flow inside parallel tubes, an
image-processing program was used to estimate velocity of the liquid–vapor inter-
face. The flow velocity estimation was based on the evaluation of liquid–vapor in-
terface shift of two consecutive frames (see Fig. 2) which is expressed by the
following equation:

Vbubble = δ
tframe

 . (2)

The algorithm often used in particle image velocimetry is outlined in Fig. 3.
Prior to the fast Fourier transformations (FFT) of the images, the background ob-
tained as the averaged field of at least 100 frames was removed by evaluating the
absolute difference between the analyzed frames and the background. After FFT,
the complex conjugate of the second frame was obtained. By multiplication of the
FFT of the first frame and the complex conjugate of the FFT of the second frame,
the relative interface shift of the Fourier components was obtained. After inverse
FFT of the result, a peak indicated the dominant two-dimensional interface shift
between the two frames in the space domain. The exact position of the peak was
identified from quadratic interpolation near the maximum in order to obtain sub-
pixel accuracy. Alternatively, various morphological transforms were applied prior
to the FFT in order to test the sensitivity of the method on the remaining noise
after background removal.  Although accuracy of the method was difficult to ob-
tain, the results were found very reasonable, with little dependence on the selected
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FIG. 2: Principal of computing velocity



region of interest and noise. For the present study, the image quality was 512
pixel × 512 pixel, and the length of the region of interest was selected at 120 mm,
then the uncertainty of bubble velocity (Vbubble) was calculated to be 1% for all
evaluations. However, problems could appear for a very high velocity for which
the capture speed was not sufficient, and for the period in which no distinguish-
able features were present in the analyzed region. These problems will need to be
solved in the next improvement.

4. RESULTS AND DISCUSSION

4.1  Heat-Transport Rate

As seen in Fig. 4, heat-transport rate increases almost linearly with an increase in
temperature of the evaporator wall, Tev. However, when Tev reaches a certain
value, the heat-transport rate of the 1.6-mm and 2.6-mm cases becomes saturated.
Under those conditions, the working fluid started to accumulate in the condenser,
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FIG. 3: Velocity measurement algorithm



this led to dry-out in the evaporator. These phenomena are somewhat similar to
the entrainment limit (or the so-called flooding limit) of a two-phase closed ther-
mosyphon (Faghri, 1995). Only a PT-HTD using a lager tube diameter (case of 3.6
mm) successfully operated in the present study. Therefore, the inner tube diameter
may be a major factor for entrainment limit of PT-HTD. 

In the two-phase closed thermosyphon, the entrainment limit was due to the
vapor–liquid film countercurrent flow in the same tube (El-Genk and Saber, 1997;
Noie, 2005), that was not observed in PT-HTD because it has multiple parallel
tubes. The reason for the entrainment operation limit occurrence in PT-HTD (1.6-
mm, 2.6-mm cases) can be explained by the confinement characteristics of a small
tube. It also should be noted that the common tube diameter used in a two-phase
closed thermosyphon (Lee and Mital, 1972; El-Genk and Saber, 1997; Noie, 2005)
was much larger than that in the present study.

In Fig. 4, one can see that the PT-HTD shows a narrower operation range for a
smaller inner diameter. It is interesting that the heat-transport rates of three differ-
ent diameter cases were almost identical till the dry-out point. The similarity of
heat-transport rates of PT-HTDs may be explained by the fact that the total heat-
transport rate of PT-HTD was dominated by latent heat of vaporization, which is
mostly independent of the core geometry.

4.2  Fluid Flow Behavior
Figure 5 shows two-phase flow patterns in parallel tubes after the moment of boil-
ing onset that enables the fluid flow oscillation in parallel tubes. It is easy to ob-
serve confined bubbles and a slim liquid film of the vapor plug in parallel tubes
of the 1.6- and 2.6-mm cases (shown in Fig. 5a,b). Moreover, the interface be-
tween the liquid and vapor plug is well formed in a semi-circular inner tube. This
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FIG. 4: Heat transport rate vs. temperature of the evaporator wall
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shows that the surface tension was dominated (Chen et al., 2006) that may restrict
the liquid return to the evaporator, and eventual burnout phenomena in evaporator
occurred. In contrast to the flow patterns of 1.6-mm and 2.6-mm tube diameter, no
confined bubbles and the chaotic interface between liquid and vapor were observed
in the 3.6-mm tube diameter case.

The flow visualization results (movies) of PT-HTD showed that the phenomena
are complex. The motion of the vapor and liquid upward/downward flow in PT-
HTD is based on generation, expansion of vapor which depend on the evaporator
temperature, the unsteady flow behavior was always observed in PT-HTD. Table 2
is a summary of the fluid flow behavior in PT-HTD (3.6-mm I.D. case). Figure 6
shows a representative movie frame of the flow behavior in PT-HTD (3.6-mm I.D.
case) at different heat transport rates of 25 W, 115 W, and 250 W. At a low heat
transport rate, when the temperature of the evaporator wall is sufficient for boiling
onset (see Fig. 6a), most of the working liquid is stored in the evaporator. There
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FIG. 5: Flow patterns observed in 1.6-mm, 2.6-mm, and 3.6-mm tube diameter at boiling
onset

TABLE 2: Summary of fluid flow behavior in the 3.6-mm I.D. case

Q
.

 (W) 25 W 61 W 115 W 250 W

Number of
tubes with 
upward flow

1 tubes
Intermittent
slug flow

2 tubes
Slug flow

3 tubes
Slug-churn

4 tubes
Annular flow

Number of
tubes with
downward flow

4 tubes
Oscilating
slug flow

3 tubes
Slug flow

2 tubes
Bubbly flow

1 tubes
Liquid flow



is a tube which shows an upward vapor–liquid slug flow. The fluid in other tubes
has a low frequency of oscillations (the movie in Fig. 6a).

With an increase of the heat transport rate, the slug and nucleate boiling regime
is observed in the evaporator (Fig. 6b). There are two or three tubes in which up-
ward churn flow occurs. The condensate returns in bubbly flow through the re-
maining tubes (the movie in Fig. 6b).

As the heat transport rate is further increased, the film boiling regime is ob-
served in the evaporator (Fig. 6c). The upward flow is changed into an annular
flow in four tubes, while the only one tube carries stable downward flow in the
liquid phase (see Fig. 6c).

Flow visualization results showed that there were two types of circulation flow
in PT-HTD. One is an intermittent upward vapor flow in a tube with random os-
cillating flow in other tubes for a low heat-transport rate. The other is a recirculat-
ing flow with upward flows in two or up to four tubes and stable downward
condensate flows in other tubes.

4.3  Pressure Behavior
Figure 7 shows the variation of an average pressure in the evaporator and con-
denser with temperature of the evaporator wall. The saturation pressure curve is
also indicated in the figure. It is confirmed that the general trend of both Pev and
Pco agreed fairly well with the corresponding saturation curve. One can observe
that the measured evaporator pressure is always higher than the condenser pres-
sure. However, the pressure in both evaporator and condenser is always fluctuating
in a certain range.
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                      (a)                     (b)                     (c)

FIG. 6: Capture of the flow behavior at various heat transport rates of the 3.6-mm case



Figures 8 and 9 show typical variation of evaporator and condenser pressures
and the pressure difference in 100 s at the steady state of a low heat transport rate
(Q

.
 = 25 W) and a high heat transport rate (Q

.
 = 250 W). As seen in the figures,

both Pco and Pev oscillate and the pressure difference (ΔP) also oscillates. The
above observations, the existence of fluctuation of the pressure difference between
the evaporator and condenser is a reason to allow for working fluid recirculation
inside the PT-HTD.
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FIG. 7: Variation of average pressure in the evaporator and condenser with temperature of
the evaporator wall

FIG. 8: Variation of evaporator and condenser pressure (a) and their difference (b) for Q
.
 =

25 W

(a)

(b)



4.4  Quantitative Description of Fluid Flow inside Parallel Tubes
The two-phase flow velocity in the middle of parallel tubes (Fig. 5) was calculated
by using an image-processing program. Figure 10 depicts temporal variation of liq-
uid–vapor interface velocity for tubes simultaneously at a heat-transport rate of 25
W. A negative velocity corresponds to downward flow and a positive velocity cor-
responds to upward flow. As seen in Fig. 10, upward flow occurs one time in tube
4, the abrupt velocity in tube 4 represents the moment when the liquid–vapor in-
terface reaches the condenser then no interface trace was found. The fluctuating
flow occurs in other tubes. For example, upward and downward flows can be seen
in tube 5. On the other hand, at a higher heat-transport rate (see Fig. 11, Q

.
 = 115

W), there are three tubes (tubes 1, 3, and 4) in which upward flow occurs. Tubes
2 and 5 carry returning liquid to the evaporator. In Fig. 12 (Q

.
 = 250 W), there are

four tubes in which upward flow occurs at a higher velocity. Only tube 5 carries
returning single-phase liquid at a higher velocity compared with those of down-
ward flow velocity at Q

.
 = 115 W (see Fig. 11).

The most distinct change of velocity from a low heat-transport rate (see Fig. 10)
to a high heat-transport rate (see Fig. 12) is the frequent appearance of upward
flow. Much more liquid–vapor interfaces were observed at a high heat-transport
rate (Fig. 12,  = 250 W) compared with those at a low heat-transport rate (Fig.
10,  = 25 W). This corresponds to more frequent and more intense of vapor gen-
eration upward at a high heat-transport rate at a low heat transport rate. In addi-
tion, the liquid condensate flows downward at higher velocity, which indicates the
establishment of the steady circulatory motion. This establishment of steady recir-
culation is probably one of the conditions for superior operation of PT-HTD in
higher heat transport mode.

FIG. 9: Variation of evaporator and condenser pressure (a) and their difference (b) for Q
.
 =

250 W

(a)

(b)
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FIG. 10: Temporal variation of vapor–liquid interface velocity for Q
.
 = 25 W, 3.6-mm I.D
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FIG. 11: Temporal variation of vapor–liquid interface velocity for Q
.
 = 115 W, 3.6-mm I.D

FIG. 12: Temporal variation of vapor–liquid interface velocity for Q
.
 = 250 W, 3.6-mm I.D



5. CONCLUSIONS

Flow behavior and heat-transport rate of a Parallel-Tube Heat Transport Device
were studied, and the following conclusions were drawn:

1) The unsteady flow behavior was always observed in PT-HTD. Two types of
circulation flow in PT-HTD were observed. For a low heat-transport rate, the
flow behavior is characterized by intermittent flow and random oscillation.
For a high heat-transport rate, the flow behavior is characterized by upward
flow and stable downward flow.

2) The entrainment limit of PT-HTD was found to depend on the inner tube di-
ameter of parallel tubes, that is because of the confinement characteristics of a
small tube diameter. The effect of the tube diameter on the heat-transport rate
was nearly negligible in the present tube diameter range (I.D. = 1.6–3.6 mm).

3) The fluctuation of pressure existed in the evaporator and condenser which is
considered to be a reason to allow the recirculation of working fluid inside
the PT-HTD.

4) The number of tubes in which upward flow occurred increased when the
heat-transport rate of PT-HTD increased. The tendency to establish more
steady recirculating flow in higher heat transport mode was confirmed.
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The flocking process is an important process in latex glove industry and has complicated the two-
phase flow phenomenon. At present, waste from this process is about 35%. This paper presents a
numerical study of flock particle flow inside the flock cabinet using commercial software of Com-
putational Fluid Dynamics (CFD). Thirteen flocking process models were simulated. Flow inside
a flock cabinet was modeled in the three-dimensional domain. The standard k–ε model with stand-
ard wall functions was solved for the continuous phase while the discrete phase was modeled
based on the Lagrange approach and stochastic tracking with Discrete Random Walk (DRW).
Volume fraction of flock was set to be less than 10% and the effect of particle interaction on the
particle trajectory was neglected. The drag and gravity forces were accounted in the equation of
motion for particles. The experiment was performed to validate the simulation results. In the ex-
periment, a flock cabinet was built from 8-mm-thick, 1074.5-mm-wide, and 833.5-mm-long Per-
spex sheet with a height of 1180 mm. The inlet hydraulic diameter was 0.5081 m. The uniform
flock with an equivalence diameter of 50 μm was injected into the cabinet at the rate of 0.01
kg/s. Velocity, pressure, trajectory, and accretion of flock particles were measured. From the re-
sults obtained, it was found that the experimental results agreed well with those from simula-
tion. The implement of a numerical method found that the damper position and angle
adjustment can therefore be used to improve the efficiency of the flocking process. Installing the
damper at –40o and placing it at bottom positions have increased flock particle accretion on the
glove surface by 15%. Besides, it can reduce flock waste up to 29% of the present process.

KEY WORDS: flock, flocking process, latex glove, CFD, multiphase flow, accretion

1. INTRODUCTION

Flocking process is one of the most important processes in latex industry. This
process is used to add the wearing comfort and perspiration absorption to the sur-
face of the glove. During this process, flock, which is monofilament fiber — usu-
ally nylon, rayon or cotton, is injected directly to the latex gloves to coat with
adhesive within the flock cabinet. It has been known that the amount of monofila-
ment fiber on the surface of the glove depends on the flow characteristics inside
the flock cabinet that affects the distribution of the flock. Since the flow in the
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flock cabinet is multiphase, it can be considered as dilute dispersed two-phase
flow. According to Sommerfel (2000), for the dilute dispersed two-phase flow, the
volume fraction was less than 0.001 and inter-particle spacing was less than 10.
The dilute dispersed two-phase flow was used to study the flow phenomenon such
as the study of corrosion in the main stop valve of a steam turbine (Mazur et al.,
2004), the study of electrostatic powder coating process (Shah et al., 2005), and
the study of the particle–wall adhesion in a horizontal flow by Heinl and Bohnet
(2005). This paper presents numerical and experimental analysis of flow inside the
complex flock cabinet. A dilute dispersed gas–solid two-phase flow model was
adopted. Air was considered as a continuous phase and flock was considered as a
dispersed phase. The Lagrange approach and stochastic tracking with Discrete
Random Walk (DRW) were used for the discrete phase. First, the computational
fluid dynamics software was validated with the experimental results (S20T model).
Then it was used to study thirteen flocking process models which have different
damper angles and positions. The best flocking process model was validated again
with those obtained by the experimental method.
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NOMENCLATURE

b1, b2, b3, b4 coefficients Vi velocity component, m/s
CD drag coefficient Vavg average inlet velocity, m/s
Cμ, C1ε, C2ε constants xi coordinate in x, y, or z 
dP particle diameter, m direction
d drag force coefficient, 1/s Greek symbols
gi gravity component, m/s2 αp solid volume fraction 
Gk generation of turbulence in a gas–solid two-phase

kinetic energy flow
mP particle mass, kg δ air relative density
P static pressure, Pa δij Kronecker delta
Re Reynolds number turbulent kinetic energy 
t time, s ε dissipation rate
u
_

i mean air velocity K turbulent kinetic energy,
components, m/s m2/s2

ui instantaneous air velocity μ molecular viscosity, m2/s
components, m/s μt turbulent viscosity, m2/s

ui
′ fluctuating air velocity ρa density of air, kg/m3

components, m/s ρp density of particle, kg/m3

uPi particle velocity σk, σε turbulent Prandtl numbers
component, m/s φ particle shape factor



2. EXPERIMENTAL DETAILS

The experimental facility was shown in Fig. 1. The purpose-built flocking cabinet
was made from a 8-mm-thick Perspex sheet and three glove patterns were in-
stalled inside. Dampers were placed along inner sides of the cabinet to control
flow direction. These dampers can be adjusted to vary damper angles and posi-
tions. The inlet hydraulic diameter of the cabinet was 0.5081 m. An axial fan was
used to deliver air to the cabinet with an average velocity of 4.5 m/s (Re =
150,000). This air speed was adjusted by using a variable speed control unit. A
pneumatic flock feeder injected 0.01 kg/s of flock particles to a cabinet. A stand-
ard CCD camera was placed perpendicular to the cabinet to capture the flock tra-
jectory image with a light source from two fluorescents. Velocity and pressure
distributions at various points (A–H) were measured by an anemometer and a mi-
cromanometer, respectively, for the case S20T where the damper was placed at the
top of the cabinet and at a damper angle of 20o. The measured data were used to
validate the results obtained from the CFD program.

3. COMPUTATIONAL DETAILS

Figure 2 shows the computational domain of flow inside the flock cabinet. This
cabinet consists of a flow inlet, a flow return, and two exhausts. Sixteen gloves
arranged in two rows on a glove pattern were fed to the cabinet and were posi-
tioned exactly at the center of the flow inlet. Only half of the cabinet was simu-
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FIG. 1: Flock cabinet experimental setup



lated due to its symmetry to reduce the computational system requirement. The
50-μm flock sizes were released from the flow inlet at the flow rate of 0.005 kg/s
and the flow Reynolds number was kept constant for each case at 150,000.

The flow inside the flock cabinet was simulated as a steady-state three-dimen-
sional turbulent dilute gas–solid two-phase flow. Air was considered as the con-
tinuous phase and flock was the dispersed phase. Simulations were carried out
using the commercial software. The domain was discretized in unstructured tetra-
hedral elements. The governing equations were solved using the second-order up-
wind scheme. SIMPLE algorithm was used for pressure–velocity coupling. The
Navier–Stokes equation with the standard k–ε turbulent model was used to solve
the continuous phase. Air was considered as incompressible, steady, and turbulent.
The particle volume fraction was set to be less than 0.001%. The discrete phase
was simulated using the Lagrangian method in addition to solving the transport
equations for the continuous phase. The particle–particle interactions were ne-
glected. The trajectories of the flock particles were predicted by integrating the
force balance on the particles that was written in a Lagrangian reference frame.
Details of the governing equations and solid-phase modeling for the gas phase and
solid phase are given in Eqs. (1)–(12). The boundary conditions are listed in
Table 1.

The governing equations used in the simulation are:

Mass conservation equation

∂uai
___

∂xi
  =  0 (1)
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FIG. 2: Flow inside the flock cabinet domain



Momentum conservation equations

k–ε turbulence model

Boussinesq hypothesis

Turbulence viscosity

μt  =  ρaCμ k
2

ε
(6)
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TABLE 1: Boundary conditions used in this study

Boundary Continuous phase Discrete phase

Flow inlet Velocity inlet with UDF Velocity inlet with UDF 0.005
kg/s of flock injection

Return and 2 exhausts Outlet pressure 0 Pa Outlet pressure 0 Pa and set 
escape for the zone

Symmetry plane Symmetry Symmetry
Glove pattern Wall Wall and set trap for the zone
Other Wall Wall and set reflect for the zone
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Generation turbulent kinetic energy

Turbulent constants

Cμ = 0.09,   C1ε = 1.44,    C2ε = 1.92

Turbulent Prandtl numbers

σk = 1,   σε = 1.3

Trajectory prediction equations:

Force balance on the particle

∂upi

∂t
  =  FD (uai − upi) + gi(ρp − ρa) ⁄ ρa (8)

Particle velocity
∂xi

∂t
  =  upi (9)

Other relations are:

Drag force due to interaction between the solid and gas phases

FD  =  18μ
ρpdp

2  
CDRe

24 (10)

Reynolds number

Re = 
ρadp⏐upi − uai⏐

μ
(11)

Drag coefficient

CD  =  24
Re (1 + b1Reb2) + 

b3 Re
b4 + Re

 , (12)

where
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Thirteen flocking process models were studied. Angle and position of the
damper were adjusted in the direction as shown in Fig. 3.

4. RESULTS AND DISCUSSION

4.1  Velocity, Pressure and Particle Trajectory
     of Flow inside the Cabinet

Figures 4 and 5 show numerical and experimental comparison of Y-velocity and
static pressure of flow inside the cabinet. It was found from these figures that the
numerical method used in this study has a well predicable Y-velocity and static
pressure of air flow (continuous phase) in the cabinet. It was also found from the
results that the flow is mostly uniform. The flock particle (discrete phase) trajec-
tory was shown in Fig. 6. It can be seen from the results obtained that the air
stream in the central channel of the cabinet deviate the flow paths of the left and
right air steams. This results in low accretion of flock on the glove surface. The
results were similar to those obtained from flow visualization of the flock trajec-
tory in the experiment as shown in Fig. 6b

4.2  Flock Accretion on a Glove Surface
The attachment of flock on the surface was revealed as flock accretion (unit is in
kg/m2⋅s). Figures 7 and 8 show the accretion of flock on top and side views of
the glove surface obtained from simulation and experiment. With the aid of the
image processing program, it was found from these figures that the flock accre-
tions on the top view projection area of the glove surface were about 49% and
35% obtained from simulation and experiment, respectively. On the side view pro-
jection area of the glove surface, the flock accretions were about 17% and 20%
obtained from simulation and experiment respectively. Low accretion of flock on
the side of the glove surface was due to the effect of a strong flow in the central
channel as mentioned previously.
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FIG. 3: Angle and position of damper installation
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FIG. 4: Numerical and experimental Y-velocity of the S20T model
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FIG. 5: Numerical and experimental pressure of the S20T model



                                    (a)                                       (b)

FIG. 6: Numerical and experimental flock trajectory on the front-view flock cabinet of the
S20T model: (a) numerical results and (b) exerimental results

FIG. 7: Numerical and experimental flock accretion on the top-view glove surface of the
S20T model: (a) numerical results and (b) exerimental results

FIG. 8: Numerical and experimental flock accretion on the side-view glove surface of the
S20T model: (a) numerical results and (b) exerimental results

(a)

(b)

(a)

(b)
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4.3  Improvement in the Flocking Process
From a numerical result shown in Table 2 and the experimental results of the
SM40B model shown in Figs. 9–12 it was found that the flock accretion was af-
fected by the damper angle and position. Therefore, changing the damper angle to
direct the flock particle to the Pattern-L and Pattern-R of the gloves can reduce
the effect of the central channel flow stream. This adjustment enhanced the flock
accretion, especially for the SM40B model, to 15% and reduced flock waste at
about 29% compared to the present flock cabinet setting model (S20T).

TABLE 2: Numerical flock accretion on the glove surface

Flock cabinet
model

Accretion (×E-03 kg/s) Flock (×E-03 kg/s)

Pattern-L Pattern-C Pattern-R Waste Reuse

SM40B 1.46 3.25 1.09 2.01 2.19
SM30B 1.14 2.71 0.913 1.59 3.65
SM20B 0.513 2.39 0.401 1.96 4.74
SM20 0.058 2.69 0.062 2.64 4.14
S30T 0.028 2.94 0.044 2.39 4.59
S30M 0.0567 3.02 0.0593 2.27 4.59
S30B 0.1121 3.15 0.17 2.18 4.38
S20T 0.026 2.75 0.0407 2.06 5.12
S20M 0.103 2.27 0.117 1.56 4.19
S20B 0.266 2.86 0.273 2.20 4.40
S10T 0.072 2.50 0.0733 2.29 5.06
S10M 0.251 2.54 0.233 2.15 4.83
S10B 0.542 2.42 0.455 0.841 5.74

Note: The flock cabinet model can describe with XX YY Z: X — system; X — sign of damper angle
(M — negative and no letter — positive), YY — damper angle, Z — damper installed position.

FIG. 9: Experimental flock trajectory on the front-view flock cabinet of the SM40B model
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FIG. 10: Experimental flock accretion on the Pattern-C glove surface of the SM40B model
(a) top-view and (b) side-view

FIG. 11: Experimental flock accretion on the Pattern-L glove surface of the SM40B
model: (a) top-view and (b) side-view

FIG. 12: Experimental flock accretion on the Pattern-R glove surface of the SM40B
model: (a) top-view and (b) side-view 

(a)

(b)

(a)

(b)

(a)

(b)



5. CONCLUSIONS

In this study, the computational method was used to predict the phenomenon of a
two-phase flow inside the flock cabinet with an error less than 15%. It was also
found that the damper angle is a key factor that affects the flock accretion on the
glove surface. Among the thirteen flock cabinet models, the SM40B model has a
highest flock accretion on the glove surface (Pattern-L = 1.46E-03 kg/s, Pattern-R
= 1.09E-03 kg/s, and Pattern-C = 3.25E-03 kg/s). Besides, it reduced flock waste
up to 29% of the present process.
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The objective of this study is to understand effects of the shape of a plunging body on splash.
The splash was formed in the following steps: the primary (film type), secondary (mushroom
type), and tertiary (rebound type) splashes. The primary splash as a first step influences the fol-
lowing process. Thus, we changed experience of the primary splash by changing the body shape to
investigate its effects on formation of the splash. A hemisphere was common in the head of the
bodies but tails had the following three shapes: a hemisphere, cone, and cylinder. We selected these
shapes in order to make them have different connecting longitudinal lines at the joint between the
hemisphere head and tail. Thus, the line affected the development of the primary splash as a film
flow (primary splash) along the wall. The film flow covered the hemisphere head at first and
moved to different ways related to the tail shape of the tested body. The detachment or adherence
of the film flow affected the formation of the secondary splash. We observed a mushroom type
splash in the case of the sphere (hemisphere head connecting a hemisphere tail), mushroom on an
air-dome (bubble on the water surface) in the cases of the bodies with cylinder and cone tails. We
discussed these different secondary splashes related to the primary splash in this paper.

KEY WORDS: water splash, solid body, flow visualization, film flow, high-speed
movie

1. INTRODUCTION

We investigated the primary and secondary splashes in the developing process of
the whole splash caused by impingement of a body on the water surface. The pri-
mary splash is generated by impingement of the head of the body at first, which
is a thin film flow along the wall of the body. Small droplets were observed at the
tip of the film. This is a similar phenomenon to a milk crown due to a milk-drop-
let falling into milk. The number of the droplets is equal to that of the fingers.
The number of the droplets can be predicted according to the Weber number.
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Yoon et al. (2007) investigated finger-like structures appearing at the circumferen-
tial edge of water film flow that is spreading in the radial direction after a droplet
impacting on a solid surface. Vander Wal et al. (2006) reported the splash forma-
tion by a droplet impact on a dry or rough or wet solid surface. They also consid-
ered the characteristics of a droplet. Cossali et al. (1997) reported the impact of a
single droplet on a thin liquid film. They studied the influence of the film thick-
ness and liquid viscosity on the splash. The splash formation was also studied by
Worthington (1882). Worthington (1882) investigated a milk crown by making a
milk droplet or solid body collide on milk. They showed splash patterns, but the
details were not shown. Duez et al. (2007) studied relationships between water
splash and its sound. Since the sound is related to oscillation of entrained bubbles,
the splash formation is important to study for its sound generation.

In spite of familiar phenomenon in our real life, details of splash have not been
known yet because many parameters govern formation of the splash. We showed
three types of splash patterns by impact velocity of a body (Kubota and Mo-
chizuki, 2009): (I) spire-type splash, (II) mushroom-type splash, and (III) crown-
type splash. The splashes of types (II) and (III) are related to the film flow as the
primary splash. The objective of this study is to investigate the effect of the pri-
mary splash as a film flow along the wall of the body on formation of the secon-
dary splash.   We observed splash-formation processes by using a high-speed
CMOS camera during the body plunging into water. A thin film flow (primary
splash) with droplets was formed when the head of the body plunged to the water
surface. A mushroom-type splash (secondary splash) was formed when the film
flow closed behind the body entering into water. Since the body shape influences
the appearance of these splashes, we investigated formation processes of splash by
three different solid bodies. A hemisphere was common in the head of the bodies
but tails were of the following three shapes: a hemisphere, cone, and cylinder. We
selected these shapes in order to make them have different connecting longitudinal
lines at the joint between the hemisphere head and tail. Thus, the line affected the
development of the primary splash as a film flow along the wall. The film flow
(primary splash) covered the hemisphere head at first and moved to different ways
related to the tail shape of the tested body. The detachment or adherence of the
film flow affected the formation of the secondary splash. Thus, the shape of the
tail affected the formation of the secondary splash. We observed a mushroom-type
splash in the case of the sphere (hemisphere head connecting hemisphere tail),
mushroom on an air-dome (bubble on the water surface) in the cases of the bodies
with cylinder and cone tails. We discussed the formation mechanism of these dif-
ferent shapes of the secondary splash according to high-speed movies in this paper.

2. EXPERIMENTAL SETUP

We observed splash generated by a body plunging into water using a high-speed
CMOS camera (Vision Research Inc., Phantom v7.1). A water tank with a size of
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300 × 300 × 400 mm3 was used, and tap water was filled up to 340 mm. Experi-
mental results were free from contaminant of tap water (Kubota and Mochizuki,
2009). Consecutive images of splash formation were taken from the side of the
water tank. The frame rate of the camera was set at 4000 frames per second. This
means that the precision timing of each frame is 0.25 ms. A halogen lamp of 500
W was used for volume illuminating the splash.

Plunging bodies were made of acrylic resin. The diameter, D (= 2r), of the pro-
jection area of the bodies is 20 mm, and height (length in the moving direction) is
also 20 mm as shown in Fig. 1. We tested three different shapes. The head of the
bodies is a hemisphere, but the tail is different for each: a) hemisphere as a
sphere-tail body, b) cone as a cone-tail body, and c) circular cylinder as a cylin-
der-tail body. To maintain surface conditions before each trial, we cleaned the sur-
face of the bodies carefully for stains such as oil. Changing the initial height, h,
which is measured from the water surface to the bottom of the body, varied the
impact velocity, Vi, of the body at the water surface. The initial height h was var-
ied from 5D to 50D so that the range of Vi was from 1.2 to 4.4 m/s. Vi was cal-
culated by Vi = (2gh)0.5 from the energy conservation law. The air drag was
neglected in this calculation because h is small. A launcher system held the body
via suction at the initial height just before release. The bodies fall without rotation
or horizontal displacement so that impacting events are repeatable. 

3. EXPERIMENTAL RESULTS

Figure 2 shows a tree diagram of elemental structures seen in the sequential event
of splash formation due to body impingment. The primary splash is originated
from the reaction of the body head impingement. Thus, this appears first as a thin
film flow along the head. Its shape and behavior are similar to a milk crown or a
droplet spreading on a flat plate. Tiny droplets were separated from an edge of the
thin film. A number of the droplets coincides with that of fingers of a thin film
flow. The droplets fly initially in the tangential direction at its detached position. It
is easy to imagine that an impinging velocity, a shape, and wall conditions of the
body influence the primary splash. The secondary splash is a result of impingement
of the primary splash. Therefore, if the primary splash does not close behind the

FIG. 1: Sketch in the side view of bodies plunging into water
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body, it never appears. We have observed the mushroom-like splash as the secon-
dary splash in the case of the sphere body (Kubota and Mochizuki, 2009). The
thin film flow as the primary splash along the wall of the sphere closed at the rear
top, so that the secondary splash was formed. If the thin film flow closes at a po-
sition far from the rear part of the body, it forms a dome of water film, that is, a
large bubble on the water surface. The secondary splash appears at the top of the
dome. Thus, the tail shape affects not only motion of the primary splash but also
the secondary splash. We are interested to know how the tail shape of the body af-
fects formation of the secondary splash.

Two important nondimensional parameters related to splash formation are the
Reynolds number Re and the Weber number We. The former is defined as Re =
ViD/ν, where ν is the kinematic viscosity of water at 25oC in this experiment, and
the latter is given by We = ρVi

2D/σ, where ρ is the density and σ is the surface
tension of water at 25oC. The dimensionless time T is defined as T = tVi/D, where
t is the actual time measured from the beginning of impingement. Therefore, T = 0
means the time when the head of the body touches the water surface. Even if Vi
is different, T = 1 indicates the same dimensionless time interval when the body
moves a distance equal to the distance D.

3.1  Primary Splash

The primary splash of the plunging body with different shapes of the tail is shown
in Fig. 3. The experimental conditions of these results are Vi = 4.4 m/s, We = 5.4
× 103, and Re = 1.0 × 105. The photo shows the figure of the primary splash
taken at T = 0.5 when half of the body was immersed in water. Since the head is
the same as a sphere even if the tail is different, the effect of the head on growth
of the primary splash is the same until the film flow reached D/2. However, the
velocity of the film flow along the head is slightly faster than the speed of the

FIG. 2: Tree diagram of elemental structures seen in the process of splash formation
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body. Therefore, the primary splash, namely, film flow, is already affected by the
tail at the time. In the case of the sphere seen in Fig. 3a, the film flow rises along
the tail. In the case of the cone-tail bodies seen in Fig. 3b, the film flow goes up-
ward. Since the longitudinal line of the tail inclines toward the center, the film
flow separates from the tail. Therefore, the film flow forms a pipe like a tumbler.
This is different from other cases. In the case of the cylinder-tail body seen in Fig.
3c, the film flow rises along the tail.

Tiny droplets are also characteristics of the primary splash. Yoshida (1997) re-
ported the Weber number on split of a droplet in two in airflow. He showed the
critical Wec giving the condition of split. Applying the critical We number to the
finger of the primary splash, Wec in our experiment is Wec = 11.5Dd

−0.209 =
2.6 × 101. Here, Dd is the thickness of the film flow. The finger is a familiar phe-
nomenon appearing at the tip of the expanding puddle of a droplet colliding with
a solid surface. We can see the fingers at the tip of the film flow as seen in
Fig. 3. The Weber number for the film flow is Wes =1.2 × 102 in the cone-tail
body and Wes =1.6 × 102 in the cylinder-tail body based on the thickness and
speed of the film flow. Since these values exceed Wec, fingers appear properly.

Many tiny droplets separated from the top of the film flow spread out in the ra-
dial direction in the all three cases. This means that the droplets separate when the
film flow moves along the head. The relation between positions of separation of
the initial droplet from the film flow and impact velocity, Vi, is shown in Fig. 4.
The position is represented by the distance along the wall measured from the front
top of the sphere as seen in an illustration in Fig. 4. Circle symbols are the results
in the case of the sphere, triangle ones stand for the cone-tail, and square ones for
the cylinder-tail bodies. The distance at which separation occurs becomes smaller
when the impact velocity increases. Since velocity of the film flow increases with
increasing Vi (Kubota and Mochizuki, 2009), the Weber number of droplet-separa-
tion based on the velocity and length of the film flow exceeds the critical Weber
number at a shorter length of the film flow. Therefore, the angle of the initial
separation position of the droplets becomes small when Vi becomes faster. Since

FIG. 3: Primary splash at T = 0.5 in the case of Vi = 4.4 m/s: (a) sphere, (b) cone tail,
and (c) cylinder tail
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the distance is smaller than πr/2 ~ 15.7 mm in this study, the droplets are gener-
ated when the film flow moves on the head in the three cases. Thus, separation of
the droplets is independent of the tail in this experiment. The head is hemisphere
so that the centrifugal force becomes larger when Vi becomes faster. The centrifu-
gal force will promote separation earlier too when the velocity of the film flow in-
creases. Therefore, the head shape affects the primary splash directly.

3.2  Secondary Splash

The film flow closing at the rear end of the body causes the secondary splash. The
secondary splash observed at T = 2.0 is shown in Fig. 5. The impact velocity, Re,
and We are the same in three cases, respectively. The tail influences motion of the
film flow passing through the connection between the head and tail. The film flow
moves along the wall in the cases of the sphere. It moves along the wall until it
reaches the end of the wall in the cylinder-tail body. On the other hand, it sepa-
rates from the wall at singularity position of connection between the head and tail
in the case of the cone-tail body. These different experiences affect later motion of
the film flow. Those different manners of impingement of the film flow behind the
body cause the difference of the secondary splash as described later.

The other interesting feature seen in Fig. 5 is an air cavity behind the submerg-
ing body. This was observed in the cases of the cone- and cylinder-tail bodies,
whereas not in the case of a sphere. Reaction due to its detaching from the body
causes the tertiary splash as shown in Fig. 2. The tertiary splash becomes higher
when the air cavity is deeper if there is no dome. As seen in Fig. 5a, the air cav-
ity does not appear if the film flow covers the body before the body submerges
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into water. Therefore, the relation between the film flow and tail of the body is
important for the appearance of the air cavity. Change in direction of the front of
the film flow is shown in Fig. 6. Definition of symbols is the same as that used
in Fig. 4. The angle was measured from a vertical axis. Thus, when the film flow
moves along the head, the angles show minus until T < 0.3. In contrast to this, the
film flow turns toward the centerline of the body, namely its direction is inward.
The one of the force acting inward is the surface tension to contract the surface
area of a pipe of the film flow. The other one is the pressure difference between
inside and outside (atmospheric pressure) the pipe. The inside pressure may be
lower than the atmospheric pressure because it is low in the wake of a body. Thus,
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FIG. 5: Secondary splash at T = 2 in the case of Vi = 4.4 m/s: (a) sphere, (b) cone tail,
and (c) cylinder tail

FIG. 6: Change in the derection of film flow in the case of Vi = 4.4 m/s. Timing of film
separation is shown (1) by a cone tail and (2) by a cylinder tail models



the film flow turns inward by means of both the forces at when it separates from
the connecting line in the case of the cone-tail body and from the rear edge of
cylinder in the case of the cylinder-tail body. From the comparison of the angle at
when the film flow separates close time, the angle increases as the same tendency
in the short intervals just after the separation. This is because the initial direction
and velocity of the film flow, and curvature of a separation line at separation are
the same.

Since the influence of the surface tension on shrinkage of the pipe is the same
for both cases, the difference of the change between the cases of cone- and cylin-
der-tail bodies is a cause of the pressure difference. As the time rate of the change
in angle in the case of the cylinder-tail is larger than that in the case of the cone-
tail body, the pressure in the wake of the cylinder-tail body may be lower than
that of the cone-tail body.

The last point of the data in Fig. 5 shows the one at when the film flow closes
behind the body.

The closing time in the case of the sphere is the earliest. Since the film flow
moves along the sphere, the traveling distance is the shortest compared with other
cases. Moreover, the velocity of the film flow along the sphere becomes slow
when it moves along the tail, and yet it is faster than that of the other cases. The
film flow on the sphere closes on the tail before the sphere sinks completely.
Therefore, there is no air cavity in the case of the sphere. On the other hand, the
closing time in the case of the cylinder-tail body is the latest because of the long-
est traveling distance.

The secondary splash generated by the cylinder-tail body at T = 1.9 and 4.0 is
shown in Fig. 7. We can see jets branched upward and downward at the impinging
position of the film flow as seen in Fig. 7a. The upward jet is called the secon-
dary splash in this paper. The downward jet appears when the film flow forms a
dome. Thus, it does not appear in the case of the sphere because of no formation

FIG. 7: Collision of film flow and downward jet a trigger of ripples on air-cavity in the
case of cylinder-tail body impingment at Vi = 4.4 m/s
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of the dome. Ripples on the surface of the air cavity are recognized when the
downward jet hit the surface as seen in Fig. 7b. A sketch of impingement of the
film flow is shown in Fig. 8. The separated film flow collides at an angle shown
in Fig. 6. A collision angle of the film is presented by θf. According to the mo-
mentum theory, the flow rate can be estimated as Qu/Qf = (1 + cos θf)/2 and
Qd/Qf = (1 – cos θf)/2, where Qu is the flow rate of the upward jet, Qd the down-
ward jet, and Qf is a total flow rate of the film flow. Flow rate in our experiment
is Qu/Qf = 0.67, Qd/Qf =0.33 for a cylinder tail and Qu/Qf = 0.93, Qd/Qf = 0.07
for a cone tail. This estimation indicates that the flow rate of the secondary splash
in the case of the cone-tail body is larger than that of the cylinder-tail body. Thus,
the height of the secondary splash of the cone-tail body is higher than that of the
cylinder-tail body. The collision angle of the film flow determines the height of the
secondary splash. As mentioned previously, the collision angle depends on the
wake of the body. Therefore, the connection line between the head and tail affect
the secondary splash.

To confirm the fact, we tested an experiment on the splash formation for a
smoothly connected body like as a teardrop. The result is shown in Fig. 9. The ge-

FIG. 8: Schematic diagram of collision of film flow

FIG. 9: Sequence of splashes by the teardrop body in the case of Vi = 4.4 m/s
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ometry of the body is 20 mm in width and 95 mm in height, and the projection
geometries are a circle in the top view and NACA0021 in the side view. Impact
velocity, We number, and Re number are the same as those shown in Figs. 3, 5,
and 7. The film flow as the primary splash was observed in the whole time in the
plunging process of the body as seen in Fig. 9. Tiny droplets were produced from
the tip of film during the film flow rising along the wall. The interesting thing is
that height of the film flow seems not to be changed after T = 2. Potential energy
and kinematic energy of the film flow may be balanced at the height. Finally, the
film flow never separates in this case, and closes at the rear end of the body at
T = 4.0. The dome and air cavity did not appear. The collision angle and flow rate
of the film flow are small so that the secondary splash is small. It indicates that
the splash can be controlled by the body shape.

4. CONCLUDING REMARKS

We observed the process of splash generation by an impact of a solid body on the
water surface. Several types of splashes arise according to impact conditions re-
lated to impact velocity, behavior of film flow, and shape and surface conditions
of the body. We focused on how a tail shape affects splash formation in this
paper. We tested bodies of a hemisphere as head with three types of the tail shape:
a hemisphere, cone-tail, and cylinder-tail bodies. Two elemental structures of splash
were investigated: the primary splash and the secondary splash. We found that
these are deeply associated with adhesive characteristics of the film flow on the
wall of the body and with impingement of the separated film flows. The film flow
as the primary splash produces tiny droplets from its front, which is related to the
finger phenomena. Thus, the Weber number is the indicator for estimating droplets
formation. The secondary splash is caused by the film flow collision behind the
body. The body geometry affects adhesion and detachment of the film flow. The
film flow detached at a position where the curvature changed suddenly, that is, a
singular point. The detachment causes a delay of the film flow collision, and an air
cavity formation. Ripples observed on the air cavity surface are caused by the
downward jet produced by the inclined collision of the film flow. Streamlined
body like as a teardrop shape does not form the air cavity, and the secondary
splash is small.
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phase change, 333
phosphor, 127
pitch length, 321
PIV, 41, 85, 177, 189
prewhirl flow, 85
propulsion efficiency, 137

rectangular duct, 255
rectangular-shaped cylinders, 145
reverse flow, 69
Reynolds number, 57, 145
Reynolds shear stress, 85
Reynolds stress, 41
rotating machinery, 243

secondary flow, 309
self-induced vibration, 189
smoke flow, 155
solid body, 359
solvent vapor extraction (VAPEX), 215
solvent-based oil recovery, 215
square duct, 321
swirl flow, 281
swirler, 255
swirling jet, 267
swirl-type mixed convection, 321
synthetic jet, 203, 229

temperature, 127
thermal performance, 69
thermochromic liquid crystals, 255
thermography, 1
tunnel fire, 155
turbulence, 41
turbulent flow, 243
two-phase flow, 333

vehicle door mirror, 41
velocity imaging, 281
ventilation velocity, 155
visualization, 127, 137
vortex, 41, 137
vortex generators, 309
vortex motion, 57, 145
vorticity, 85

wake, 41
water electrolysis, 99
water splash, 359
water strider, 137
wavelet transform, 41
wavy-plate fins, 281
Weber number, 113

x-shaped micro-channels, 177

zebra-striped flow patterns, 177




