
Volume 1, Issue 4 2010

ETHICS IN BIOLOGY,
ENGINEERING, & MEDICINE

AN INTERNATIONAL JOURNAL

EDITOR-IN-CHIEF

Subrata Saha, PhD
Director, Biomedical Engineering Program, School of Graduate Studies

Director of Musculoskeletal Research, Department of Orthopaedic
Surgery and Rehabilitation Medicine

Research Professor, Department Neurosurgery
Research Professor, Department Physiology & Pharmacology

SUNY Downstate Medical Center
Brooklyn, New York 11203

begell house, inc.
publishers

The official journal of the Association for Medical Ethics



ETHICS IN BIOLOGY, ENGINEERING & MEDICINE
AN INTERNATIONAL JOURNAL

EDITOR-IN-CHIEF

Subrata Saha, PhD
Director, Biomedical Engineering Program, School of Graduate Studies

Director of Musculoskeletal Research, Department of Orthopaedic
Surgery and Rehabilitation Medicine

Research Professor, Department Neurosurgery
Research Professor, Department Physiology & Pharmacology

SUNY Downstate Medical Center
450 Clarkson Avenue, Box 30
Brooklyn, New York 11203
subrata.saha@downstate.edu

Editorial Board Members

Arthur L. Caplan, Ph.D.
Emanuel & Robert Hart Professor of Bioethics,
Dept. Medical Ethics
University of Pennsylvania
Philadelphia, PA 191014
caplan@mail.med.upenn.edu
Kenneth R. Foster, Ph.D.
Professor, Dept. of Bioengineering
University of Pennsylvania
Philadelphia, PA 19104
kfoster@seas.upenn.edu

James Giordano, Ph.D.
Professor of Neuroscience, Philosophy and Ethics
Institute for Psychological Sciences; Centre for
Philosophical Psychology, Fellow, Blackfriars Hall,
University of Oxford, St. Giles, Oxford, UK
Director, Center for Neurotechnology Studies
Chair, Academic Programs
Potomac Institute for Policy Studies
Arlington, VA 22203
james.giordano@bfriars.ox.ac.uk
jgiordano@potomacintitute.org

Timothy J. Kriewall, Ph.D.
Program Director
Kern Family Foundation, Waukesha, WI 53189
tkriewall@kffdn.org

Sheldon Krimsky, Ph.D.
Professor, Urban & Enviro. Policy & Plan
Tufts University, Medford, MA 02155
Sheldon.Krimsky@tufts.edu

Jonathan Moreno, Ph.D.
David & Lyn Silfen University Professor,
Acting Chair
Dept. of History & Sociology of Science
University of Pennsylvania
Philadelphia, PA 191014
morenojd@mail.med.upenn.edu
Charles Rosen, M.D.
Clinical Professor of Orthopaedic Surgery,
President, Association for Medical Ethics,
Funding Director, UCI Spine Center,
School of Medicine
University of California, Irvine,
Orange, CA 92868
crosen@uci.edu
Andrea K. Scott, Esq.
Bioethics and Regulatory Affairs
Bioethics International Ltd.
Los Angeles, CA 90077
akscottbioethics@aol.com
Daniel A. Vallero, Ph.D.
Adjunct Professor of Engineering Ethics
Pratt School of Engineering
Duke University, Durham, NC 27708
daniel.vallero@duke.edu
Herbert F. Voigt, Ph.D.
Professor, Biomedical Engineering
Associate Research Professor,
Otolaryngology, School of Medicine
Boston University, Boston, MA 02215
hfv@bu.edu



AIMS and SCOPE

Ethics in Biology, Engineering and Medicine (EBEM) is an international multidisciplinary
publication of original contributions concerning the ethical issues that surround biomedical
research and the development of new biomaterials, implants, devices and treatments. This
journal publishes peer-reviewed articles on all topics related to ethical concerns and policy
related issues as we conduct basic and clinical research to develop life enhancing and life
saving technologies on our environment and society. Papers describing the impact of bio-
medical discoveries and introduction of new biomedical technologies on our environment
and society are also welcomed.

With contributions from leading clinicians, ethicists, industry leaders, philosophers, re-
searchers and scientists, we aim to provide a forum for improved understanding of the ethi-
cal challenges that face us with the rapid progress of biomedical sciences, biomedical engi-
neering and clinical medicine. Ethics in Biology, Engineering and Medicine (EBEM)
publishes original articles, reviews, brief reports, case studies, commentaries, book reviews
and correspondence. Occasionally special issues will be published addressing specific inter-
est topics (e.g., clinical trials, animal research and nanobiotechnology).

The Ethics in Biology, Engineering and Medicine (EBEM) is the official journal of The
Association for Medical Ethics.

Ethics in Biology, Engineering, & Medicine ~ An International Journal (ISSN 2151-805X) is published quarterly and owned by
Begell House, Inc., 50 Cross Highway, Redding CT 06896, telephone (203) 938-1300. US subscription rate for 2010 is
$625.00. Add $10.00 per issue for foreign airmail shipping and handling fees to all orders shipped outside the United States or
Canada. Subscriptions are payable in advance. Subscriptions are entered on an annual basis, i.e., January to December. For
immediate service and charge card sales, call (203) 938-1300 Monday through Friday 9 am–5 pm EST. Fax orders to (203)
938-1304. Send written orders to Subscriptions Department, Begell House, Inc., 50 Cross Highway, Redding CT 06896.
This journal contains information from authentic and highly regarded sources. Reprinted material is quoted with permission,
and sources are indicated. A wide variety of references is listed. Reasonable efforts have been made to publish reliable data and
information, but the editor and the publisher assume no responsibility for any statements of fact or opinion expressed in the
published papers or in the advertisements.

Copyright © 2010 by Begell House, Inc. All rights reserved. Printed in the United States of America. Authorization to photo-
copy items for internal or personal use, or the internal or personal use of specific clients, is granted by Begell House, Inc., for
libraries and other users registered with the Copyright Clearance Center (CCC) Transactional Reporting Service, provided that
the base fee of $35.00 per copy, plus .00 per page, is paid directly to CCC, 27 Congress St., Salem, MA 01970, USA. For those
organizations that have been granted a photocopy license by CCC, a separate payment system has been arranged. The fee code
for users of the Transactional Reporting Service is: [ISSN 1050-6934/06 $35.00+$0.00]. The fee is subject to change without
notice.

Begell House, Inc.’s, consent does not extend to copying for general distribution, for promotion, for creating new works, or for
resale. Specific permission must be obtained from Begell House, Inc., for such copying.

Printed December 23, 2010



ETHICS IN BIOLOGY,
ENGINEERING, & MEDICINE

AN INTERNATIONAL JOURNAL

Volume 1 Number 4 2010

TABLE OF CONTENTS

Nanotechnology in Biology: Understanding Future Ethical 247
Dilemmas form Past Technologies
Juliana Marchesano & Sara Brenner

The Thorny but Pervasive Problem of Permissible Deaths 259
D. John Doyle

Special Section:

Global Bioethics & The Reconvergence of Life Ethics

Special Guest Editor: Daniel A. Vallero

The New Bioethics: Reintegration of Environmental 269
and Biomedical Sciences Inconvenient Distinction
Daniel A. Vallero

Science in the Sunshine: Transparency of Financial Conflicts 273
of Interest
Sheldon Krimsky

Protecting Privacy and Confidentiality in Environmental 285
Health Research
David B. Resnik

The Scientific Method in an Era of Advocacy 293
Paul J. Lioy & Daniel A. Vallero

Community Engagement in Observational Human Exposure 319
Studies
Peter P. Egeghy, Davyda M. Hammond, & Roy C. Fortmann



2151-805X/10/$35.00 © 2010 by Begell House, Inc. 247

Ethics in Biology, Engineering & Medicine - An International Journal, 1(4): 247–258 (2010)

Nanotechnology in Biology: Understanding 
Future Ethical Dilemmas from Past 
Technologies
Juliana Marchesano & Sara Brenner*
University at Albany College of Nanoscale Science & Engineering, Nanobioscience Constellation, 
Albany, New York

* Address all correspondence to Sara Brenner, MD, MPH, UAlbany College of Nanoscale Science and Engineering, 
Nanobioscience Constellation, 257 Fuller Road, NanoFab East Rm 4406, Albany, NY 12203; Tel.: 518-956-7224; 
Fax: 518-437-8687; SBrenner@uamail.albany.edu. 

ABSTRACT: There is a growing debate about ethics in nanotechnology, the control and 
manipulation of matter at a near-atomic scale, in which particles have the potential to redefine 
the rules of physics, chemistry, and biology, opening the door for astounding technological 
advances. The issues that comprise this evolving debate surrounding the intersection of 
ethics and nanotechnology are challenging and complex. Scientists with opposing opinions 
and different agendas have been defending their views since the advent of nanotechnology, 
especially as nanotechnology research begins to shift from electronics and information 
technology to biological and medical applications, or “nanobiotechnology.” Skepticism and fear 
flow from futuristic predictions of nanobiotechnology applications in the same way that hope 
and excitement do from research currently happening in the field. While it is nearly impossible 
to anticipate all of the ethical issues that will arise from the application of nanotechnology 
in the life sciences, some dilemmas are so commonplace for emerging technology that we 
can reasonably predict that there will be similar issues raised by nanobiotechnology. This 
paper discusses ethical issues anticipated from the emerging field of nanobiotechnology for 
applications that are not futuristic, but are on horizon in the 21st century, while looking at case 
examples and lessons learned from emerging technologies in the past.

KEY WORDS: nanotechnology; ethics; biotechnology; nanobiotechnology; nanoethics; biology; medicine 

INTRODUCTIONI. 

Nanotechnology and BiologyA. 

The US National Nanotechnology Initiative (NNI) defines nanotechnology as the un-
derstanding and control of matter at dimensions of 1 to 100 nanometers, where unique 
physical, chemical, and biological properties emerge.1 Nanobiotechnology is defined as 
an extensive field of knowledge that applies nanoscale principles and techniques to un-
derstand and transform biosystems; it uses biological principles and materials to create 
new devices and systems integrated at the nanoscale.2 The promise of new technologies 
to improve health and human life appear to be endless with nanobiotechnology.3 New 
analytic and diagnostic techniques are aiding researchers in understanding molecular 
actions that provide new insight into different biological pathways. These techniques 
can improve current methods for the screening, diagnosis, and treatment of disease. 
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New techniques in molecular medicine are transforming the biopharmaceutical industry 
for targeted drug delivery and advanced therapeutics based on the information obtained 
from the human genome. Sensors are under development for disease detection and man-
agement due to the ability to make molecular recognition of biomarkers smaller and 
more sensitive. With the advancement of nanomaterials that are biocompatible with the 
human body, nanostructures are being developed for repairing damaged tissues or lon-
ger-lasting implants. Finally, nanobiotechnology has great potential to affect the health 
of the environment in terms of wastewater treatment and remediation, pollution control, 
and ecological preservation. 

The promises and expectations of nanobiotechnology are immense for human and 
environmental health. However, the field is advancing so rapidly that the dissemination 
of health and safety information lags behind innovation, leaving society confused, skep-
tical, and, at times, fearful. Ethical, societal, and legal implications of nanotechnology 
are generating controversial discussions among all stakeholders. It is unclear whether 
traditional ethical principles can be applied to this new technology, if standards need to 
be set on a case by case basis, and who should be in charge of ensuring safe and ethical 
conduct within the field. While we are able to list a number of current and potential 
benefits of nanotechnology, the role of ethics comes into play when the potential risks 
and consequences are unclear.  

Economics of NanobiotechnologyB. 

Affecting the global economy greatly, nanotechnology has been heralded as ushering in 
the next industrial revolution.4 In the next 5 years, nearly 75% of the innovation research 
and development of nanotechnology industries is projected to be driven by the health-
care sector, and a $450 billion nanotechnology-enabled medical and biological market is 
expected.5 Other analysts have predicted that by 2014, the market for pharmaceutical ap-
plications of nanotechnology will be close to $18 billion annually.6 Other sources show 
that the United States’ demand for medical products incorporating nanotechnology will 
increase more than 17% per year to $53 billion in 2011 and $110 billion in 2016.7,8 

Policy framework and funding mechanisms for science and technology typically 
revolve around priorities identified by the stakeholder groups involved. Since 2005, col-
lective investments from the NNI for research on ethical, legal, and societal implications 
of nanotechnology have totaled over $260 million.1 The NNI invests time and effort into 
public-private-university collaborations in an effort to address a variety of environmen-
tal, health, and safety issues germane to nanotechnology through the lens of ethics in 
ways that industry is not typically equipped to address. The two largest funders of ethics 
research are the National Science Foundation (NSF), which focuses on education, and 
The Defense Advanced Research Projects Agency (DARPA), which focuses on ethical 
standards and guidelines. The National Institutes of Health (NIH) also currently funds 
research related to nanomedicine, with a focus on the advancement of safe and effective 
clinical applications. 
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Ethical Agenda for NanobiotechnologyC. 

The generation of emerging scientists, engineers, industry leaders, and policy makers in 
the field of nanotechnology and biological sciences will play a critical role in ensuring 
the vitality, safety, and ethics of the coming nanoeconomy. An informed population of 
developers, adopters, and users will be responsible for communicating to the general 
public the nature of nanobiotechnology, its contribution to a strong global economy, and 
the promise it holds for improving lives. The following elements are crucial components 
of the ethical agenda for nanobiotechnology: 

Identification of valid health and environmental concerns• 

Development of a clear and robust regulatory environment • 

Design of ethical guidelines that accompany the development of new • 
technologies affecting society at every level

Creation of a positive view of the benefits of nanotechnology while ensur-• 
ing that real dangers in nanotechnology are clearly and reasonably ad-
dressed.

Although advocating that a proactive ethical approach be taken among stakehold-
ers seems straightforward, two major issues arise. First, with numerous incongruencies 
about the implications of nanobiotechnology, each stakeholder group is reluctant to 
take the lead in creating policies and enforcing regulations within the field. The specific 
physiochemical parameters (e.g., size, shape, surface characteristics, charge, functional 
groups, crystal structure, and solubility) that most strongly influence biological activities 
remain unknown.9,10 Scientists do not want to forestall research, regulators are charged 
with ensuring public safety, and the general public is relatively uninformed with regard 
to accurate, reliable information about potential benefits and harms associated with 
nanobiotechnology. This is a prime example of an innovation paradox known as the 
Collingridge dilemma.11 As a technology advances through the research and develop-
ment process, decision making will become narrower for industry and regulatory agen-
cies, but at the same time, increasing public interest and awareness of the technologi-
cal innovation as it nears its final stages could change or delay the innovation process 
completely.12 Based on different elements of time, power, and knowledge, this paradigm 
is worth considering to protect the interests of the general public without delaying the 
progression of nanobiotechnology.

Second, critical shortages are being predicted in developing a nanotechnology 
workforce: those who will manufacture, apply, and use nanobiotechnology in health 
care settings, public health applications, and environmental interventions, as well as 
researchers.13 By infusing nanotechnology education into science, health, and sociology 
curricula, the next generation will acquire the knowledge to deal with this emerging 
technology. It is also important to recruit a strong nanobiotechnology workforce for the 
next decade of needed research and innovative breakthroughs. A diminutive number of 
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established nanotechnology education programs address issues in ethics, economics, 
health, and environmental impacts or societal perceptions.14 Training for this workforce 
should include real-world ethics training and strong mentorship for the most effective 
professional development. 

In addressing the ethics of nanobiotechnology, it is evident that legal implications, 
societal perceptions and involvement, and regulatory issues are intertwined. Identified 
as leading topics for nanobioethics divided by different disciplines and stages of the 
technology, this paper examines issues pertaining to workers handling and researching 
nanotechnology applications in biology, medicine, and the environment. By giving case 
specific examples of technologies from our past, our intention is to describe similarities 
for the ethical adoption of nanobiotechnology as the field advances.

NANOMATERIALS AND MANUFACTURING: AN INDUSTRIAL PERSPECTIVEII. 

Occupational Health and Safety: RadiationA. 

Hazard surveillance in industrial settings involves identifying and characterizing potential 
hazards in the workplace in order to identify toxic agents, work processes, and individu-
al workers at risk of exposure to reduce overall exposure through early intervention.15,16 
Awareness of these factors also provides insight into the effectiveness of existing engi-
neering controls and personal protective equipment used to prevent illness and injury.17 
The physiologic and health outcomes of occupational exposure to nanomaterials have not 
yet been characterized or documented, nor have the details surrounding the toxicity of 
various nanoparticles. Health concerns include inhaled aerosolized nanoparticles (poten-
tial pulmonary toxicity) or nanoparticle penetration of skin (dermal translocation and bi-
odistribution to other organs) during the research and manufacturing stages.15 

Currently, there is ample information for numerous organizations to recommend 
treating engineered nanoparticles “as if” they are hazardous in the workplace. The use of 
nanomaterials in food, cosmetic products, and medicine changes the players involved in 
the decision-making and regulatory processes. The federal regulatory structure for nano-
industries is fragmented, as the involved agencies have different priorities. For example, 
the Food and Drug Administration (FDA) and the Environmental Protection Agency 
(EPA) have issued inconsistent guidelines on nanomaterials in products and manufactur-
ing.18 Combining the ethical concerns of biotechnology with nanotechnology generates 
topics of much debate. To address these issues, it may be beneficial to organize a forum 
similar to the Asilomar Conference of 1974, where federal experts sponsored a meeting 
for scientists to discuss the issues and set an agenda for biotechnology ethics.19 While 
the assessment of the potential toxicity of nanoparticles is at an early stage, researcher 
awareness and the development of occupational health and safety programs, including 
hazard surveillance and risk management, are strongly recommended.20

Public health lessons have been learned when the rapid development and deploy-
ment of technology outpaces our knowledge and understanding of issues associated 
with health and safety.21 One example of a biotechnology that holds significant medical 
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promise for diagnostic and therapeutic applications is radiation and the use of radium. 
Over the course of more than 100 years, the dangers of interactions between radia-
tion and biological tissue became apparent, but research on the potential harms greatly 
lagged behind the technology. This serves as a good example for occupational health 
and safety researchers, because the workforce involved in developing new ways to use 
radiation and radium are at the greatest risk of injury or death due to exposure to radia-
tion.22 Before proper controls and regulations were put into place for radiation, millions 
of people were injured or died from the effects it had on their health.

Intellectual Property and Legal Issues: The Human GenomeB. 

Universities and private research organizations are patenting nanotechnology applica-
tions at an increasing rate. A significant barrier that industries investing in nanobiotech-
nologies are faced with includes freedom to operate and intellectual property issues. 
Biotechnologies enabled through nanotechnology have become highly visible, resulting 
in a large number of patent owners, each having some right to exclude others from rep-
licating various aspects of their invention. As a result, for an organization to commer-
cialize their nanotechnology product, it may have to obtain permission from numerous 
patent owners. How industry and society overcome legal struggles such as these may be 
dependent on their understanding of the issues relating to equity and fairness, nondis-
criminatory license practice, incentive to innovate, and the division and aggregation of 
legal rights.23 

The completion of The Human Genome Project almost a decade ago has fueled de-
bate about how genetic information is obtained and used. This is a prime example of a 
breakthrough in biotechnology in which the ethical and legal issues have been thoroughly 
debated and can be anticipated with regard to emerging nanobiotechnologies. It is also an 
example of property rights in which patents cover conventional products not considered 
nanotechnology, protecting the innovation’s concept and not limited by scale. Applica-
tions using nanoscale technologies have further changed the way genetic information will 
be accessed. Although still in the research phase, nano-microarrays will make genomic 
information readily accessible at very low cost to a majority of the population. As the field 
of genomics and subsequent genetic data increase, new legal issues will continue to evolve 
for researchers, policy-makers, consumers, and private industry.  

Regulating biotechnology applications such as those used to decode the human ge-
nome has been difficult for decision makers due to issues of privacy and intellectual 
property. Regulators should assist industry in creating standards for the ethical develop-
ment and deployment of such biotechnology applications, as well as how to control the 
outputs, as in the case of selling genetic information. These companies must be held 
accountable for disseminating accurate information, including the ability to make an 
association between a disease and a DNA sequence. For some complex conditions, envi-
ronmental factors are still considered a determinant, and all of the genes that contribute 
to risk have not yet been discovered. The ability to control access, protect confidentiality, 
and ensure accuracy regarding genetic information is necessary to protect the public.
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NANOMEDICINEIII. 

Clinical Applications: Newborn Screening ProgramA. 

Nanobiotechnology applications in medicine and public health will lead to revolutionary 
advances in the prevention, screening, diagnosis, and treatment of disease. This up-and-
coming discipline called “nanomedicine” will require cross-disciplinary research and 
communication between basic science researchers and clinicians. The NIH describes 
nanomedicine as the application of nanoscale scientific concepts and engineering prin-
ciples to medical diagnosis, monitoring, and treatment. As such, nanomedicine involves 
“highly specific medical interventions at the molecular scale for curing disease or re-
pairing damaged tissues, such as bone, muscle, or nerve.”24 Nanotechnology applica-
tions in medicine will lead to revolutionary advances in targeted drug delivery, imaging, 
diagnostics (e.g., quantum dots), implant technology (e.g., increased biocompatibility), 
regenerative medicine, anticancer therapies (e.g., magnetic hyperthermia), infectious 
disease control, and personalized medicine. Practitioners embracing novel applications 
and concepts in nanomedicine must gain the knowledge needed to incorporate new bio-
technologies into clinical practice and enhance their ability to deal with the ethical rami-
fications. Federal and state funding agencies also need to allocate appropriate funds for 
health and safety research in nanomedicine, and stakeholders should take a collabora-
tive, proactive approach regarding human health and safety. 

Ethical considerations for clinical applications range from realistic concerns of biocom-
patibility, immunogenicity, toxicity, and stability to futuristic fears such as human enhance-
ment, singularity, and eugenics. One of the most relevant ethical debates is generated by the 
speed and quantity of diagnostics and screening techniques preceding therapies enabled by 
nanobiotechnology. “Lab-on-a-chip” technologies are being developed to produce high-rate 
screening modalities in which many diagnostic tests can be completed simultaneously on 
one chip. Physicians will have the ability to screen for more diseases, mutations, and genetic 
alterations at a cheaper and faster rate. It is argued that the burden of knowing about predis-
positions or a diagnosis with limited treatment options is more detrimental to quality of life 
for some people. The adoption of these rapid screening tools has the potential to change the 
way people routinely manage their health information, and may put them under pressure to 
make difficult decisions regarding the outcomes of such tests. 

One example of this issue is newborn screening in the United States. This is a pro-
gram in which the promises have been realized after implementation: every year, about 
3000 infants develop normally instead of being burdened with severe liver disease, 
physical disability, or mental retardation.25 In this example, ethical dilemmas often stem 
from the socioeconomic status of individuals in society. A family might have informa-
tion from the newborn screening program, but struggle in obtaining the appropriate 
resources to address the diagnosis or face the burden of a disease that currently has no 
treatment. New nanobiotechnologies have the potential to exacerbate health dispari-
ties when these new technologies call for more individualized or costly therapies and 
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treatments, or when those marked by a specific genotype or disorder can be identified. 
Advances may also give families information about a potential predisposition that they 
then have to make a decision about without any further information. Similar issues arise 
in some cases of cancer screening and early detection. High-throughput screening is 
changing the way we detect and diagnose disease, but how beneficial is it if we do not 
have the resources or proven therapies to alleviate the burdens? 

Public Health Applications: HIV Transmission StudiesB. 

Innovations in nanobiotechnology have the ability to aid developing countries with solu-
tions to some of the most troubling threats to their health and existence. For example, med-
ical applications have been used to create less-expensive vaccinations that can be adminis-
tered in fewer doses for diseases that plague third-world countries. Access to clean water, 
a major contributor to health outcomes, is diminutive in these countries due to determinant 
economic factors such as poverty, low educational attainment, and inequality. New clean-
water technologies have now been identified, and are expected to be cheaper and more ef-
ficient than the traditional water filtration and treatment systems. These are two examples 
of nanbiotechnologies identified to revolutionize and improve global health. However, as 
with any new technology, it is necessary to ask, how can countries and populations who 
need these technologies to improve their health and standard of living overcome barriers 
related to accessibility, affordability, and fair distribution? 

Continuous ethical debates about testing, distribution, and education about different 
medicines and vaccines in developing countries are exemplified by HIV-transmission 
studies. Typically, research subjects are selected from vulnerable, uneducated, or un-
derinformed populations. By the late 1990s, there was outrage about studies in which 
the controls were not receiving the best standard of treatment, clinical outcomes did not 
benefit subjects in the long-term, and early effects of the drug were unknown or unclear 
even to researchers. Basic human subject research protection needs to be adequately 
maintained to ensure appropriate testing and use of new drugs and vaccines.26 Analyzing 
the distribution of medicines such as azidothymidine and tuberculosis vaccines reveals 
that education for the populations using them is minimal. Interventions to educate and 
empower third-world populations in dire need of these medicines, as well as follow-up 
care to ensure that drugs like these are used properly, are urgently needed.

NANOTECHNOLOGY AND THE ENVIRONMENTIV. 

SustainabilityA. 

Nanobiotechnology offers new tools for the sustainable development of applications in 
energy as well as ways to improve and maintain failing ecosystems. These applications 
can be of significant support in meeting the needs and demands of an expanding and 
increasingly urbanized population and of developing countries that have a poor quality 
of life due to limited resources. Examples include environmental remediation to clean 
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up heavy metals and chemicals, pretreatment for fuels to reduce the presence of harm-
ful compounds, waste management and bio-monitoring, and water purification.27 These 
applications offer promises of greener technologies, a reduction in costs, solutions for 
climate change, and natural resource conservation. 

While nanoparticles are a concern in industrial processes due to waste manage-
ment and distribution, it is of equal or greater concern how nanoparticles will affect the 
environment when used directly in these environmental applications. Research funding 
is directed toward obtaining information on nanomaterials throughout their entire life 
cycle. Because their properties and functions may change at each stage, from material 
suppliers, transport, research and development, manufacturing, packaging, and consum-
er use and disposal, it is crucial that we understand the potential risks throughout the life 
cycle of the nanomaterial or nano-enabled product. 

One familiar example of a technology used for its outstanding properties in science 
is polychlorinated biphenyls (PCBs). Due to their non-flammability, chemical stability, 
high boiling point, and electrical insulating properties, PCBs were used in hundreds of 
industrial and commercial applications, including electrical, heat transfer, and hydraulic 
equipment; as plasticizers in paints, plastics, and rubber products; in pigments, dyes, and 
carbonless copy paper; and in many other industrial applications.28 Although PCBs were 
banned almost three decades ago, they remain in the environment from their manufac-
ture and use in the United States prior to the ban. Researchers have identified that PCBs 
do not readily break down, and therefore can stay in the environment for long periods 
of time, cycling between air, water, and soil. PCBs have been found all over the globe 
because of their ability to transport while cycling through different ecosystems. Their 
remnants and by-products have been shown to accumulate in the leaves and above-
ground parts of plants and food crops, and to bioaccumulate in small organisms and 
fish, which may then be ingested by humans. Further research has determined that PCB 
exposure may contribute to the development of some cancers, and may lead to many 
other adverse effects on the immune system, reproductive system, nervous system, and 
endocrine system.29 We have incomplete knowledge of how materials and particles used 
in nanobiotechnology applications enter, interact with, and exist in the environment. 
More research is needed on each material’s risk, as well as on its biopersistence and 
transport through various ecosystems. 

Food and Agriculture: Genetically Modified OrganismsB. 

In 2006 in the United States, there was a $15 million investment in projects for “agri-
food” applications in nanotechnology.30 Currently, nearly 100 readily available consum-
er products in the food and beverage industry incorporate or contain nanotechnology.31 
Current applications include biosensors used to monitor crop growth, pest control, and 
quality control in food production; nano-membranes used for food processing, nano-
emulsions used in agricultural chemicals, methods for more efficient food packaging 
and preservation methods, additives in diet products claiming to work faster and bet-
ter, and nano-ingredients used for nutritional purposes. The FDA is the primary federal 
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agency responsible for ensuring the safety of commercial food and food additives. To 
date, they have advised producers of food using biotechnology—and now nanotechnol-
ogy—to abide by the traditional regulations set forth for food distribution. Likewise, 
food labeling of nano-ingredients is voluntary for each company. 

This topic is relevant in the discussion of ethics, because products are already on the 
market, the public has easy access to them, uncertainty exists with regard to regulation 
and labeling, and the example of food has been heavily debated from a biotechnology 
standpoint in regard to genetically modified organisms (GMOs). Many basic controversies 
have been identified with GMOs: potential human and environmental health impacts, an 
increased separation between industrialized and developing nations, biopiracy, tampering 
with nature, misleading information and lack of education for consumers, and regulation. 
We should consider some of the lessons learned from the case of GMOs for the applica-
tion of nanobiotechnology in food and agriculture. These include the need for increased 
transparency in safety assessments and mandatory product labeling, proactive approaches 
by agrifood industries, and increased public involvement in the decision-making process. 

DISCUSSIONV. 

The emerging field of nanobiotechnology represents the application of specific nano-
technologies to the principles, structures, and substances used in basic life sciences, 
creating the means to advance research to higher-dimension objects, integrated devices, 
and systems.3 It is obvious that nanobiotechnology will affect many different aspects 
of human health, public health, environmental safety, sustainability, and dynamics of 
society. It is also clear that there are a multitude of stakeholders who are jointly respon-
sible for different aspects of each individual technology. Looking into some of the past 
examples presented in this paper while considering the unique properties of nanotech-
nology applied to biological systems, it is recommended that the ethical agenda and 
oversight of nanobiotechnologies be evaluated on a case-by-case basis and consistently 
communicated with regulators, researchers, and the general public. 

As identified by this review, there are three key actions that need to be continuous 
throughout the progression of nanobiotechnologies. First, education of the nanotechnol-
ogy workforce is imperative. This includes current workers in manufacturing, research, 
and development; students and the next generation of scientists preparing for careers 
in nanobiotechnology; and workers in diverse fields in which nanotechnology will be 
introduced over the next several years, such as physicians and pharmacists. Although 
there are gaps in our understanding of the risks and benefits in the fusion of nanotechnol-
ogy and biology, curricula and recommendations should be created and continuously 
updated as new information is gathered.

Second, communication and planning within the ethical agenda should be main-
tained, organized, and structured for all stakeholders. This requires academia, industry, 
and government to be proactive about gathering and disseminating data, conversing 
with the general public, and working in unison to achieve shared goals set for the field. 
Many groups have already recognized the importance of collaborations, both domestic 
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and international. These groups have led the way in proactive advocacy for address-
ing ethical, legal, and societal implications in nanobiotechnology. If these collaborative 
priorities move toward the top of the list for funding and regulatory agencies, problems 
such as the Collingridge dilemma may be avoided all together. 

Finally, it is important for society to differentiate between what is realistic and what 
is futuristic. Participating in discussions that are relevant to nanobiotechnology products 
that are close to production or already on the market is more tangible than arguing issues 
that are ahead of their time. This understanding will come from a variety of sources that 
influence peoples’ views of nanobiotechnology, whether it is the news, popular media, 
or word of mouth. While stakeholders consider communication among themselves and 
improving the education of innovators in the field, the most important ethical consider-
ation will be how to inform the public of the real-time science that is happening today, 
how it can affect their lives, and what role they can play in helping to advance nanobio-
technology safely and effectively.    
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ABSTRACT: This paper is concerned with the concept of “permissible deaths,” a difficult 
moral issue that ethicists, regulators, and policy-makers must deal with in a number of 
settings. In particular, the question as to how many “collateral damage” deaths are acceptable 
in the context of medical equipment design, the regulation of pharmaceutical products, 
and the conduct of war is discussed. I suggest that the various deontological approaches 
available are not helpful in analyzing this problem, primarily because they are intended 
to provide guidance against the causing of deliberate injury or harm, and do not provide 
guidance in the setting of unintended harm, as is the case in the permissible death problem. 
Similarly, the application of utilitarianism to this issue is problematic, because that would 
require that some kind of calculus be set up to assign specific values to various lost lives 
and injured parties in order to weigh them against various forms of benefit. In practice, this 
is an impractical task.

KEY WORDS: Björk-Shiley convexo-concave heart valve; cost/benefit analysis; doctrine of double ef-
fect; just war theory; permissible death; regulatory policy; risk; safety; utilitarianism 

INTRODUCTIONI. 

Few legal drugs are used as ubiquitously as Tylenol, the popular, nonprescription an-
algesic known by the scientific name of acetaminophen (paracetamol in the United  
Kingdom). Although the use of acetaminophen is advocated for a number of mild-to-
moderate pain conditions, such as headaches and arthritis, it is less well-known that in 
large doses acetaminophen can be lethal. In fact, acetaminophen liver toxicity, often 
from an intentional overdose, causes more than 450 deaths annually in the United 
States, and this number appears to be on the rise.1-3 While there is little doubt that this 
number could be substantially reduced by restricting access to the drug, for example, 
by removing its nonprescription status or even removing the drug from the market 
entirely (as happened with the painkiller Vioxx), the fact is that regulatory authorities 
like the US Food and Drug Administration (FDA) must view this number of deaths as 
being acceptable in light of the enormous overall clinical benefits the drug provides. 
After all, if they didn’t feel this way, they presumably would do something about it. 
This example illustrates the concept of “permissible deaths,” a thorny ethical issue 
that regulators and policy-makers must deal with in a great many settings. 

The problem of permissible deaths is hardly unique to the regulation of drugs; there are 
many other instances where this nasty issue shows up. For example, generals conducting 
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military campaigns must decide how many combatant deaths on either side are tolerable, as 
well as decide how many unavoidable innocent civilian deaths are acceptable (“collateral 
damage”).4,5 Similarly, safety engineers must strike a balance between the cost of a safety 
feature and the number of lives saved, because, for example, relatively few people would be 
willing to buy a car costing $300,000 no matter how safe.6 Likewise, adding numerous extra 
safety features to nuclear power plants, to commercial aircraft, or to invasive medical equip-
ment could conceivably make these products too expensive to be affordable. 

This issue even comes up in surgery. In high-risk procedures such as cardiac surgery, 
how many deaths are acceptable? In 1998, the British General Medical Council, the 
regulatory agency that monitors British doctors, charged that two heart surgeons under 
their scrutiny were guilty of operating on children despite knowing that their fatality 
rates were unacceptable.7,8 This naturally raises the issue as to what an acceptable death 
rate might be and how such a rate should be determined. In some states like New York, 
where the fatality rates for all heart surgeons are publicly available, one unintended 
consequence has been for heart surgeons to simply refuse to take on very high-risk cases 
for fear of adversely affecting their “batting average.”

Another medical situation concerns permissible deaths related to the use of medi-
cal equipment. For example, patient-controlled analgesia (PCA) machines, which allow 
patients to self-administer drugs such as morphine after painful surgical procedures, 
are inherently risky. While the potential benefits of this technology include superior 
pain control, automatic electronic documentation, and improved utilization of nursing 
resources, unfortunately, unanticipated flaws in the design of these machines can some-
times lead to adverse drug events such as overdoses and even death.9,10 One particularly 
notorious unit is the Abbott Lifecare 4100 PCA Plus II machine. In 1997, there were 
three documented deaths that occurred while the patients were connected to this de-
vice. Investigations revealed that part of the problem was an unfriendly user interface 
that made user errors more likely. Unfortunately, despite being amply notified of this 
problem, the manufacturer was unwilling to upgrade the unit to a safer design, claiming 
that there was no problem with the unit in the first place that could not be handled with 
proper user training. In the end, no design change was ever implemented and the unit 
remains in occasional clinical use to this day.11

Clearly, complex technologies such as automobiles and nuclear power plants offer 
personal and social benefits at a price that necessarily produces occasional injury and 
death. Still, when government regulators license drugs or medical devices, they implicitly 
require that the perceived benefits exceed the perceived risks. In the case of drug products, 
when this relationship is no longer obvious, the drug may be withdrawn (as happened with 
Vioxx) or its indications restricted (as happened with Avandia). In the case of medical 
devices such as PCA machines, when preventable deaths or injury occur, the FDA may 
require that the device be recalled from clinical service so that safety upgrades can be in-
stituted. However, as in the case of the Abbott PCA machine, this is not always the case. 

Another example is the Björk-Shiley convexo-concave heart valve, an early-gener-
ation artificial heart valve that would occasionally fail catastrophically due to fracture of 
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a strut,12 with as many as 480 deaths estimated to have occurred as a result. Because only 
a relatively small fraction of the approximately 80,000 implanted Björk-Shiley valves 
actually failed, not all valves were removed and replaced, because the comparatively 
small risk of valve fracture had to be balanced against the not-insubstantial risk and cost 
of the surgery needed to replace the valve. 

Complicating this matter is the fact that, according to a US government lawsuit, 
the maker of the valve, Shiley Inc., issued false reports to the FDA both to obtain initial 
approval of the device and to keep the valve on the market. For example, Shiley did not 
inform the FDA that in some cases they polished, rather than rewelded, cracked valve 
struts in order to make them look normal in appearance. In 1986, the FDA stopped sales 
of the valve. By 1990, there were 100 lawsuits pending against the manufacturer. 

Although the Björk-Shiley valve is an example of a product that the FDA acted on, 
authorities do not always take action against dangerous products. Failure to mandate 
a recall of medical devices that harm patients may occur for several reasons. First, the 
remedy may be so expensive as to be impractical. Second, the medical device may 
involve an old design that is approaching the end of its life cycle anyway. Third, regu-
latory agencies with limited resources must prioritize their goals, with the result that 
medical devices that injure or kill only a small handful of people may not get the regula-
tory attention that victims and their families would otherwise like. In such cases, legal 
remedies may be the only option available.

JUST WAR THEORYII. 

The “Just War Theory” is a field of academic activity that studies the notion that armed 
conflict can and should meet specific criteria regarding the right to go to war (jus ad bel-
lum) and regarding the proper conduct of war once hostilities have begun (jus in bello). 
For example, the Catechism of the Catholic Church13 lists four conditions for “legitimate 
defence by military force”:

The damage inflicted by the aggressor on the nation or community of na-1. 
tions must be lasting, grave, and certain.

All other means of putting an end to it must have been shown to be im-2. 
practical or ineffective. 

There must be serious prospects of success.3. 

The use of arms must not produce evils and disorders graver than the evil 4. 
to be eliminated.

The power of modern means of destruction weighs very heavily in evaluating this 
condition. Implicit to such considerations is the notion that military leaders must make 
every effort to plan their actions so as to reduce the chance of unintended injury or death, 
as well as to minimize accidental property damage. While accidental strikes against 
friendly or neutral forces is obviously undesirable, unplanned collateral damage against 
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enemy civilians and civilian facilities is usually also taken to be abhorrent.
With the advent of advanced computer-modeling techniques, military authorities are 

now able, at least in some scenarios, to arrive at precise numeric estimates for various 
kinds of collateral damage. This brings us once again to the question of exactly how 
many deaths are permissible in a particular situation. Not surprisingly, such consider-
ations have occasionally resulted in substantial controversy.

DOCTRINE OF DOUBLE EFFECTIII. 

The “doctrine of double effect”14,15 is a principle of ethics potentially applicable in such 
settings. First espoused by Thomas Aquinas in his Summa Theologica, the doctrine 
states that it is sometimes permissible to cause a harmful side effect in bringing about 
a good end result, even though it would not be ethical to cause such a harm directly in 
order to bring about the same good result. According to the Stanford Encyclopedia of 
Philosophy,16 the doctrine “is often invoked to explain the permissibility of an action 
that causes a serious harm, such as the death of a human being, as a side effect of pro-
moting some good end.” 

As a case in point, the Stanford Encyclopedia of Philosophy goes on to provide the 
following example: “A doctor who intends to hasten the death of a terminally ill patient 
by injecting a large dose of morphine would act impermissibly because he intends to 
bring about the patient’s death. However, a doctor who intended to relieve the patient’s 
pain with that same dose and merely foresaw the hastening of the patient’s death would 
act permissibly.” 

PUTTING IT ALL TOGETHER: INVOKING MORAL THEORYIV. 

I would like to now spend some time discussing how moral theory might be applied to 
the scenarios described so far. Moral or ethical theory can be approached from many 
viewpoints.17,18 The deontological approach to morality (from the Greek word deon, or 
duty) is based on specific obligations or duties. These can be positive (such as to care 
for our family) or negative (such as not to steal). This approach is also sometimes called 
nonconsequentialist, because these principles are held to be obligatory regardless of any 
good or bad consequences that might result. For example, it is wrong to deliberately kill 
innocent people even if it results in great benefit. 

In this context, the concept of the “categorical imperative” developed by the 18th-
century German philosopher Immanuel Kant is highly relevant.19 Kant said that we must 
treat people as an end, and never as a means to an end, by which he intended that we 
should always treat people with humanity and dignity, and never use individuals as 
“mere instruments” toward our own happiness. Another version of the categorical im-
perative is to “always act in such a way that the maxim of your action can be willed as 
a universal law.”19

Other deontological approaches include “duty theory” (defining duties to God, du-
ties to oneself, and duties to others) and “rights theory” (concerned with rights that all 
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people have, and which the rest of us must respect).17

It seems to me, however, that the various deontological approaches available to 
us are not particularly helpful in analyzing the permissible death problem. This is, I 
believe, because they are intended to provide guidance against the causing of deliberate 
injury or harm, but do not help us very much in the setting of unintended harm, which is 
the case for the permissible death problem. This leads us to consider whether a different 
category of moral theories, consequentialism, might be helpful to us.

In contrast to the various deontological approaches to morality, the consequential-
ist approach determines moral responsibility by weighing the consequences of one’s 
actions.17 According to the consequentialist view, correct moral actions are determined 
by a cost-benefit analysis concerning the consequences of an action. Several subtypes 
of consequentialism have been proposed: i) the view that an action is morally correct if 
its consequences are more positive or favorable than negative to the person performing 
the action (“ethical egoism”); ii) the view that an action is morally correct if the con-
sequences of that action are more positive than negative to everyone except the person 
doing the action (“ethical altruism”); and iii) the view that an action is morally correct 
if the action’s consequences are more positive than negative to everyone (“utilitarian-
ism”). It is this last view that I would like to discuss in more detail. Specifically, some 
philosophers might argue that a utilitarian approach would best fit most of the permis-
sible death scenarios described above. They might even hold that it would form the basis 
for public policy in such matters, and this possibility is discussed next. 

Utilitarianism is a school of moral philosophy frequently identified with the writ-
ings of Jeremy Bentham and John Stuart Mill.20 In more recent years, it has undergone 
a number of refinements, such as the “preference utilitarianism” advocated by Professor 
Peter Singer.21 Classical utilitarianism advocates the principle of providing “the greatest 
happiness to the greatest number” as the basis for assessing the morality of various ac-
tions, while preference utilitarianism advocates the principle of meeting the preferences 
of the greatest number of people. Thus, good variously consists in providing maximal 
happiness (or satisfying people’s preferences) and the rightness of an action depends 
directly or indirectly on its yielding such outcomes. 

However, while utilitarianism has had a strong influence on the intellectual landscape 
of recent philosophical discourse, in particular in ethical theory, it is often seen to falter 
when it is applied to questions of social or individual justice. In particular, utilitarianism 
can sometimes violate common-sense notions of justice. Because utilitarianism seeks to 
maximize the total amount of a particular “utility” (like happiness or preferences) over 
a social group, it seeks whichever arrangement achieves maximum utility. But such 
an arrangement might be achieved by distributing benefits and burdens in a way that 
violates common notions of justice, as in the scenario where one innocent individual 
is killed to save the lives of many. Another example is that the use of slaves might 
greatly help to maximize the net happiness in a society, but common-sense notions of 
justice almost always take slavery to be wrong. Another criticism of utilitarianism is that 
under the goal of maximizing happiness or some other utility, the wishes and desires of 
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sadists and perverts are lumped in with the wishes and desires of everyone else when 
an overall determination of utility is made. A final issue, especially in the context of the 
permissible death problem, is that the application of utilitarianism in this specific setting 
requires that some kind of calculus be set up that assigns specific values to various lost 
lives and injured parties and weighs them against various forms of benefit. In practice, 
this is not a practical task. 

 Such issues led the philosopher John Rawls and others to take the position that we 
must reject utilitarianism and instead develop a genuine understanding of what is right 
and wrong as a basis for making ethical decisions. What is needed, Rawls argues, is 
moral theory with justice at its core.22 Unfortunately, Rawls’ moral theory, at least as I 
interpret it, also seems to be unhelpful in dealing with the permissible death problem. 
As noted earlier, a unifying theory of ethical action that could be relied upon to provide 
precise guidance in all of the circumstances identified above would be very helpful. 
Unfortunately, it appears that no such universal approach is readily apparent. Instead, 
as with the approach the Catholic Church has taken in the case of Just War Theory, 
every situation must be judged on its individual circumstances. It will be no surprise 
to the reader, however, that in such cases reasonable individuals will frequently find 
themselves in disagreement with each other.

CONCLUSIONV. 

In conclusion, the concept of permissible deaths remains a thorny ethical issue that one 
encounters in a great many settings, covering issues as diverse as the regulation of drugs 
and medical devices to the debate about acceptable collateral deaths during the conduct 
of a “just war.” Unfortunately, however, there is no single ethical theory that can be uni-
versally relied upon to provide practical guidance in all such settings.
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The New Bioethics: Reintegration of 
Environmental and Biomedical Sciences

This special section is an expansive discussion of a wide swath of bioethical topics 
in the two most important public health professions: engineering and medicine. In fact, 
a number of the articles address what have become known as the “environmental health 
professions.” Engineers have designed systems to clean the air and water, to improve 
the safety of food, and to protect natural resources. Physicians and medical practitio-
ners have treated and prevented diseases and are increasingly promoting the wellness 
of individuals and populations. A variety of environmental health scientists are helping 
to bridge these two disparate fields. Obviously, physicians and medical practitioners are 
the healers of our time. Unfortunately, few endeavors in the life sciences are without 
some costs and tradeoffs. This is the province of ethical decision making.

The term “bioethics” has lost some of its meaning since it was coined by Van Rens-
selaer Potter II (1911–2001) in the 1970s. It is now generally assumed to be a syn-
onym for biomedical ethics, but the term originally conveyed a sense of integration and 
systematic thinking in all decisions related to living things. Thus, Ethics in Biology, 
Engineering, and Medicine is the ideal venue for retracing and reconstructing bioethics 
back to its comprehensive roots, which encompassed moral decision making regarding 
both medicine and the environment. 

Potter considered bioethics as a bridge between the sciences and the humanities to 
serve the best interests of human health and to protect the environment:

From the outset it has been clear that bioethics must be built on an interdis-
ciplinary or multidisciplinary base. I have proposed two major areas with 
interests that appear to be separate but which need each other: medical bioeth-
ics and ecological bioethics. Medical bioethics and ecological bioethics are 
non-overlapping in the sense that medical bioethics is chiefly concerned with 
short-term views: the options open to individuals and their physicians in their 
attempts to prolong life.... Ecological bioethics clearly has a long-term view 
that is concerned with what we must do to preserve the ecosystem in a form that 
is compatible with the continued existence of the human species.1

This issue of EBEM includes a diverse group of authors who consider ethical deci-
sion making from numerous perspectives. Both the content and the conduct of science 
are addressed. What are some of the unique challenges of environmental research that 
involves human subjects? Are current investigations and conclusions adhering to well-
established norms or are they drifting toward advocacy? Conversely, are we properly 
including all or even the correct members of the community so that our research is 
relevant and useful? Are the methods being employed ensuring good science or are there 
weaknesses due to conflicts of interest? Is privacy sacrificed inappropriately? How well 
are we teaching ethics within scientific subject matter, and what approaches would work 
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better? Are we truly respecting persons and providing proper autonomy, the best means 
of protecting health, and livable environments? 

The march of the biological sciences has been justified as an overall benefit to hu-
mankind. However, this commitment and involvement calls for deliberate and serious 
considerations of actual and potential ethical issues. The President’s Council on Bioeth-
ics2 has summarized the dichotomy between the promise and ethical challenges:

... knowledge of how things work often leads to new technological powers to 
control or alter these workings, powers generally sought in order to treat hu-
man disease and relieve suffering. But, once available, powers sought for one 
purpose are frequently usable for others. The same technological capacity to 
influence and control bodily processes for medical ends may lead (wittingly or 
unwittingly) to non-therapeutic uses, including ‘enhancements’ of normal life 
processes or even alterations in ‘human nature.’ Moreover, as a result of an-
ticipated knowledge of genetics and developmental biology, these transforming 
powers may soon be able to transmit such alterations to future generations.

Human health is inextricably tied to the environment. Therefore, the ethics of the 
life sciences must also be considered systematically in the search for proper means of 
intervention and prevention. Certainly, some of the challenges of medical practitioners 
and researchers are unique to their specialties. Neurosurgeons must make decisions about 
cognition, for example, when deciding on whether treating a disease is worth changes 
in personhood. However, many ethical challenges are shared by all life scientists. After 
all, medicine and engineering are working toward the same general objective: healthy 
people living in a healthful environment. Both professions apply the sciences to achieve 
this objective, albeit at different scales and complexity (e.g., physicians deal with one 
species and environmental scientists address many species). In this sense, this issue is all 
about ecology in a rather broad context. The authors are looking at how the life sciences 
can be used within the boundaries established by the scientific method to improve the 
public’s health and welfare and how this can be done both morally and practically. 

Some of the connections are rather obvious, such as the need for credible environ-
mental studies of exposures of children to lead and mercury coupled with sound medical 
diagnosis and treatment of neurological problems, all the while respecting families and 
communities. This calls for analyzing the data in such a way as to assist the engineer and 
others in reducing or preventing exposure and changing the materials used in a product. 
Other connections are more indirect, or even obscure. For example, what will be the 
role of medical researchers and practitioners if climate change leads to the migration of 
tropical diseases? How certain must we be about the science before actions are taken to 
reduce the probability of expanded disease incidence?

Environmental and biomedical ethics are complicated because life is complicated. I 
tease my fellow engineers who happen to work in more abiotic disciplines (e.g., struc-
tural) that they enjoy much higher levels of precision and less uncertainty than those of 
us in the “bio” disciplines. Living systems are chaotic and messy. 
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Another challenge of life science ethics is that precaution does not precisely equal mo-
rality. In some cases, assuming the worst case is not tantamount to taking the ethical high 
ground. Unlike physicians, who are all in the business of biology, engineers may think of 
themselves as being in the business of physics, with the biomedical and environmental dis-
ciplines targeting this physics at living systems. While this is arguably true, all engineering 
is also “biotic” to some extent. Indeed, the engineer’s principal client is the public, so the 
structure must not only stand, it must serve a particular function. Every discipline must 
employ human factors engineering—not just answering the question of how something 
should be used, but also how it might be used. Do not be surprised at some of the novel 
(and dangerous) ways that something you design will be used, other than what you had 
thought would be its function.3 The point here is that outcomes will seldom follow a nice, 
linear path to the desired outcome. Sometimes, even a seemingly small, unaccounted for 
factor could result in an outcome no one expected or wanted. For example, if climate 
change is assumed to be drastic and calls for strict reductions in greenhouse gas emissions, 
could this stifle economic development and limit the opportunities for people to be lifted 
out of poverty? If we take a product off the market because it may damage the environ-
ment, but it is the only effective treatment of a debilitating disease, how did we weigh the 
risks and benefits to prevent greater human suffering?

This issue is devoted to considering such challenges in a systematic way. As is so often 
the case in ethical inquiry, there are many questions left unanswered. In fact, we may well 
have introduced more than we have resolved. I hope that reading these eclectic articles 
helps you to join the dialogue, and to extend it to all of the practitioners and researchers 
in the life sciences. Protecting human health and environmental quality calls for a proper 
consideration of attendant moral decisions. That is the goal of this EBEM issue. I would 
like to think that Potter would have agreed and may well have contributed.    
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ABSTRACT: Beginning in 1995, the U.S. Department of Health &amp; Human Services 
(DHHS) issued conflicts of interest (COI) regulations to all institutional recipients of Public 
Health Service grants, including grants from the National Institutes of Health. These regulations 
set requirements for the disclosure and management of researcher financial COIs (FCOIs). In 
2010, the DHHS revised its FCOI regulations. This paper reviews the historical conditions 
leading up to the first FCOI regulations and its revisions, discusses the response of journals to 
author COIs, and examines how well the revised regulations respond to criticism that grantee 
institutions were not properly managing FCOIs.
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INTRODUCTIONI. 

In May 2010, the U.S. Department of Health & Human Services (DHHS) proposed 
revised regulations, applicable to all grantee institutions and investigators, which set re-
quirements for the disclosure and management of financial conflicts of interest (FCOIs). 
The new rules would be the first major revisions promulgated since 1995, when investi-
gator-FCOIs were first regulated. In this paper I review the historical events leading up 
to current policies adopted by journals and federal scientific funding agencies on FCOIs. 
I discuss the trends among science and medical journals toward full disclosure of FCOIs 
by contributing authors and examine the changes in the newly proposed federal policy. 
Finally, I explore some shortcomings in the new proposed policy for achieving the gov-
ernment’s goal of ensuring unbiased publicly funded scientific research. 

HISTORICAL TRENDSII. 

Concerns of FCOIs in the public sphere have their origins in the U.S. Constitution. The 
Founding Fathers, who had justifiable concerns that elected officials of the new Con-
gress could be influenced by gifts or special favors, wrote into the Constitution some 
explicit prohibitions against egregious FCOIs. Article 1 forbids any person holding an 
office from accepting gifts, holding employment, or accepting titles from foreign gov-
ernments without the consent of Congress. Also, no former member of Congress can 
assume a federal post that was created during his or her term of office.

Nearly 200 years after the ratification of the Constitution, Congress passed its most 
comprehensive regulations on COIs of government employees. The Ethics in Govern-
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ment Act of 1978 established the Office of Government Ethics and created rules for 
financial disclosure for federal employees. Members of the upper levels of all three 
branches of government (including the president, vice president, members of Congress, 
federal judges, and certain staff members in each branch) must file annual public finan-
cial disclosure reports that list the sources and amount of all earned income; all income 
from stocks, bonds, and property; any investments or large debts; and the same informa-
tion for spouse and dependent children. They must also report any positions or offices 
held in any business or nonprofit organization whether or not they are compensated. 

Scientists serving on federal advisory committees were largely outside of federal 
oversight until 1972. In that year, the Federal Advisory Committee Act (FACA) was 
passed. Scientists serving on what currently amounts to about 1000 federal advisory 
committees are considered special government employees. According to FACA, no in-
dividual appointed to serve on an advisory committee can have a COI that is relevant to 
the functions to be performed, unless the conflict is promptly and publicly disclosed and 
the National Academies of Science determines that the conflict is unavoidable. It is now 
standard practice for scientists participating on federal advisory committees to disclose 
their competing interests at the start of their service. By the early 1980s, there was a 
significant cultural shift in academic science that brought COI concerns of the public 
and the scientific community to a new level. 

At the start of the decade, a series of laws, executive orders, and tax policies designed 
to improve U.S. competitiveness in high technology were enacted and adopted. These 
policies were premised on the idea that if closer ties were developed between universi-
ties and industry, the rate of discovery would increase, technology transfer would ex-
pand rapidly, and the resulting innovations would create new industrial sectors and new 
wealth. Included in this new policy initiative were the enactments of the Bayh-Dole Act, 
the Stevenson-Wydler Technology Innovation Act, new tax policies, and Executive Order 
12591 that stimulated university-industry partnerships. These policies gave universities 
and industry intellectual property ownership to discoveries funded by the government, 
tax credits to companies that contributed equipment to universities, tax incentives for lim-
ited partnerships between companies and universities, and funding for the formation of 
university-industry research centers at the National Science Foundation. 

In 1980, Nature magazine asked a series of questions about the unintended conse-
quences of those policies: “As industrial corporations become more involved in devel-
oping new biological techniques, where does this leave the scientist? How will univer-
sity biology departments maintain their integrity and autonomy? How will individual 
scientists react to corporate demands?”1 Journal editors, the so-called gatekeepers of 
certified knowledge, were among the first to respond.

MEDICAL JOURNALS: FIRST RESPONDERS TO AUTHOR COISIII. 

By the mid-1980s, two leading medical journals introduced FCOI disclosures for authors. 
The New England Journal of Medicine’s editor-in-chief, Arnold Relman, wrote an edito-
rial in the journals titled “Dealing with Conflict-of-Interest,” which was a path breaker for 
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the medical journal community. Relman explained the reasons behind the new policy:

...in recent years, as the commercial possibilities of the new biomedical discov-
eries have become increasingly attractive, these connections [between industry 
and academic medicine] have become more pervasive, complex and problem-
atic. Now, it is not only possible for medical investigators to have their research 
subsidized by businesses whose products they are studying, or act as paid con-
sultants for them, but they are sometimes also principals in these businesses or 
hold equity interest in them.2

The very first journal policy was nothing more than a suggestion to authors that 
they list any funding or direct business interests that they considered to be related to 
the subject matter of their submitted article. Other types of FCOIs, such as patents and 
business consultancies, were a lower priority for the journal, which made a commitment 
to handling them on a case-by-case basis. 

As the print media and Congress brought more attention to the links between aca-
demic scholars and industry, especially in drug research, the leading medical journals 
incrementally deepened and broadened their disclosure policies. Initially applied to 
original research, disclosure of FCOIs was extended in many journals to editorials, 
commentaries, meta-analyses, review articles, and book reviews. Some journals banned 
authors with FCOIs from publishing certain types of articles for which author bias was 
more difficult to detect, such as reviews of a field and commentaries. 

For 6 years (1996–2002), the NEJM adopted a policy that prohibited editorialists 
and authors of review articles from having an FCOI with a company that could benefit a 
drug or medical device discussed in the article. In 2002, Editor-in-Chief Jeffrey Drazen 
withdrew the zero-tolerance policy and replaced it with a de minimis FCOI requirement 
applying a “significant conflict-of-interest standard” that was used to exclude certain 
authors from publishing in the journal. 

Medical journals, more visible to the public through the eye of the media than jour-
nals in other fields, were the first to take FCOIs seriously. The general science journals 
followed their lead. After an initial resistance to requiring authors to make their FCOIs 
known to readers, the Nature journals were the last holdouts of the high-impact science 
journals to adopt a disclosure policy. In 1997, the editors of Nature wrote defiantly: 

This journal has never required that authors declare such affiliations, because 
the reasons proposed by others are less than compelling. It would be reason-
able to assume, nowadays, that virtually every good paper with a conceivable 
biotechnological relevance emerging from west and east coasts of the United 
States, as well as many European laboratories, has at least one author with a 
financial interest—but what of it? ... The work published (Science and Engineer-
ing Ethics 2, 395; 1996) makes no claim that the undeclared interests led to any 
fraud, deception or bias in presentation, and until there is evidence that there 
are serious risks of such malpractice, this journal will persist in its stubborn 
belief that research as we publish it is indeed research, not business.3
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Four years later with the same editor-in-chief, the journal reversed itself and reached 
the decision to adopt a disclosure policy for author competing interests. Editor-in-Chief 
Philip Campbell wrote: “There is suggestive evidence in the literature that publication 
practices in biomedical research have been influenced by the commercial interests of 
authors.... There are circumstances in which selection of evidence, interpretation of re-
sults, or emphasis of presentation might be inadvertently or even deliberately biased by 
a researcher’s other interests.”4 Campbell was referring to the growing evidence that pri-
vate funding of science had a biasing influence on its outcome.5 A study of 47 refereed 
toxicology and 180 medical journals found that 87% and 84%, respectively, had written 
COI policies for authors in 2009.6

FEDERAL FUNDING AGENCIES ISSUE COI RULESIV. 

After a 10-year period during which scientific and medical journals were developing 
FCOI disclosure policies, two major federal science agencies, the Public Health Ser-
vice (PHS), which includes the National Institutes of Health, in conjunction with the 
Office of the Secretary of DHHS and the National Science Foundation issued regula-
tions after a year of public debate and input. The final rules were promulgated in 1995. 
In essence, this was a decentralized, locally managed system for addressing scientific 
COIs for investigators who received federal grants with federal walk-in rights to obtain 
information.7 Under the 1995 rules, faculty were required to report external income to 
a designated agent at their university. Much of that information was not available to the 
general public, researchers, or the media, but could be accessed by federal funding agen-
cies at their request. . 

For the purpose of the FCOI rules the DHHS defined “significant financial inter-
est” (SFI) as anything of monetary value including consulting fees, honoraria, equity 
interests, and intellectual property that exceeded $10,000 over a 12-month period.7 The 
reporting requirement excluded any salary or royalties from the applicant’s institution; 
income from seminars, lectures, or teaching engagements sponsored by public or non-
profit entities; and income from an applicant’s service on advisory committees or review 
panels for public or nonprofit entities. The definition of SFI was designed to capture an-
cillary income from profit-making organizations that included the investigator’s spouse 
and dependent children. 

The institution’s responsibility under the 1995 rules was to maintain and enforce a 
written policy and establish guidelines on COI, to ensure that investigators who receive 
PHS grants follow the policy and guidelines, to designate an official to solicit and re-
view financial disclosures from those awarded these grants, and to take the appropriate 
action for managing, reducing, or eliminating significant FCOIs. 

The institution must also report to the DHHS the “existence of a conflicting interest 
(but not the nature of the interest or the details) found by the institution....”7 They must 
assure the DHHS that a significant COI is managed properly. While the institution must 
make information available to DHHS upon request, it is not obligated to disclose the 
SFIs to the press or the public.
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The federal compliance mechanism is triggered when two conditions occur: first, 
when an investigator fails to comply with the institution’s COI policy, and second, when 
an investigator’s non-compliance “has biased the design, conduct, or reporting of the 
PHS-funded research....”7 The burden is on the institution to show that both conditions 
apply before DHHS will undertake action on compliance. The system was based largely 
on the trust of institutions and investigators. NIH took little oversight responsibility.

THE INSPECTOR GENERAL: DEFICIENCIES IN OVERSIGHTV. 

In January 2008 the inspector general (IG) of the DHHS completed his report on the 
number and nature of FCOIs reported by grantee institutions to the NIH, and on the 
extent to which NIH oversees its grantee institutions’ FCOIs.8 The investigation had two 
goals: first, to determine if NIH kept an accurate accounting of the reported FCOIs, and 
second, to ascertain the extent to which NIH oversees grantee institutions’ FCOIs. The 
IG found two deficiencies in NIH’s oversight of the rules on COIs at grantee institu-
tions. First, the NIH could not give the IG an accurate account of the FCOI reports for 
FY 2004–2006. Nearly half of the institutes could not provide the IG with any financial 
disclosure reports for FY2004–2006. Second, the IG felt that there was insufficient in-
formation about the COIs that were reported: “NIH is not aware of the types of finan-
cial conflicts of interest that exist within grantee institutions because details were not 
required to be reported and most conflict-of-interest reports do not state the nature of 
the conflict.”8

As previously noted, the 1995 rules did not require the grantee institutions to report 
on the specific nature of the FCOIs, so it was not surprising to learn that “at least 89 
percent of financial conflict-of-interest reports did not state the nature of the conflicts or 
how they would be managed.”8 Only 30 of the 438 FCOI reports provided by NIH and 
reviewed by the IG included detailed information.

Another finding of the IG was that the individual institutes did not have a proactive 
method for ensuring that institutions had FCOI policies or for checking the accuracy 
and quality of the reporting by grantee institutions. It was based mostly on good faith. In 
response to the IG report, NIH did not agree that it should require grantee institutions to 
provide details on the FCOIs they report. The NIH director argued that such information 
should remain with the institution.8 

CONGRESSIONAL OVERSIGHTVI. 

In April 2007, Iowa Senator Charles (Chuck) Grassley hired Paul D. Thacker after 
Thacker had resigned as news reporter for Environmental Science & Technology (EST), 
an American Chemical Society magazine. While at EST, Thacker had written a number 
of articles about COIs in the biotechnology sector. It was after he honed his investigative 
journalistic techniques on the corporate influence on environmentally related science, 
fields such as energy and chemicals, that he began running into opposition from the EST 
board and editors. Thacker wrote a story in EST about the Weinberg Group, a scientific 
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consulting firm operating in Washington, DC hired by chemical companies to create 
uncertainty about scientific claims regarding the health and environmental effects of 
chemicals such as Teflon. He raised issues about whether environmental health science 
was for sale to the highest bidder. This brought Thacker criticism from EST for alleg-
edly lacking proper training in investigative journalism and for failing to be balanced in 
his coverage of a story.9 After his magazine editor limited his coverage of certain top-
ics, Thacker submitted his resignation and accepted a position with Senator Grassley, a 
ranking member of the Senate finance and budget committees, to work on the senator’s 
investigative oversight projects. 

Thacker began investigating the reporting mechanism of universities in response to 
FCOIs. He discovered a number of cases where there was a significant discrepancy be-
tween what a university professor claimed to report and what drug companies disclosed 
that they had paid the individual for consulting services. Based on Thacker’s investiga-
tions for Senator Grassley, in June 2008 the New York Times reported “Researchers Fail 
to Reveal Full Drug Pay.”10 The Times wrote that Senator Grassley found egregious 
violations in federal COI reporting requirements. They cited a Harvard child psycholo-
gist who promoted the use of antipsychotic medicines in children while earning at least 
$1.6 million over a period of seven years of consulting. 

Grassley wrote on his website: “We all rely on the advice of doctors, and leading 
researchers influence the practice of medicine.... Taxpayers spend billions each year on 
prescription drugs and devices through Medicare and Medicaid. The National Institutes 
of Health distributes $24 billion annually in federal research grants. So the public has a 
right to know about financial relationships between doctors and drug companies.”11

With the support of Paul Thacker’s findings that prominent NIH awardees failed to 
disclose consulting or equity income and thus flagrantly violated federal regulations, 
Senator Grassley began a two-year campaign to tighten up the rules and improve their 
oversight both at the NIH and at the awardee institutions. He wrote to NIH Director 
Elias Zerhouni on June 4, 2008 expressing his concerns about the management of COIs 
in NIH-supported institutions. Director Zerhouni responded on June 20 in agreement 
that “we need to increase transparency and enhance NIH’s system of oversight” and 
that he was hopeful “that we can significantly enhance identification and management 
of FCOIs to insure that undisclosed, and therefore unmanaged, conflicts do not bias the 
design, conduct, or reporting of NIH-supported research.”12

On June 25, 2008, Grassley wrote to the chair (Robert C. Byrd) and ranking member 
(Thad Cochran) of the powerful Senate Committee on Appropriations alerting them to 
the problems at NIH and the need for accountability and greater transparency. Grassley 
wrote, “As you know, institutions are required to manage a NIH’s grantee’s conflicts of 
interest. However, I am discovering that these regulations may be nothing more than 
words with little if any teeth.” Citing the 2008 DHHS Inspector General report (see next 
section), Grassley teamed up with Senator Herb Kohl and on July 7, 2009 issued a press 
release urging NIH to take steps to increase transparency of federally funded biomedi-
cal research. They filed amendments into new legislation that would have placed new 
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requirements on institutions receiving NIH grants. 
As a ranking member of the Senate Committee on Finance, Grassley issued press 

releases supporting changes in the NIH’s COI policies. In one release he was quoted: 
“Letting the sun shine in and making information public is basic to building people’s 
confidence in medicine. And with the taxpayer funding that’s involved, people have a 
right to know. Public trust and the public dollars are at stake.”13

During the confirmation hearings of Governor Kathleen Sebelius, seeking to be 
secretary of Health and Human Services, Grassley posed a series of queries to the candi-
date outlining the problems that he had identified and requesting her response. Sebelius’ 
answers, while expectedly somewhat vague, did agree with the principles that Grassley 
had raised. “I support NIH’s efforts and agree that it is time to reevaluate the existing 
FCOI regulation to assure that PHS supported research is conducted without bias.”14

While building support from members of the Senate and keeping the pressure on 
DHHS and NIH by requesting data and urging policy change, Grassley continued to 
request information from universities in those cases where awardees had neglected to 
make proper disclosures. His efforts to raise visibility on COIs were greatly reinforced 
by two investigations of the IG. 

IG REVIEWS DHHS RULES ON COIVII. 

In January 2008, the IG issued the final report of its investigation on the number and 
nature of financial COIs reported by grantee institutions to the NIH, which sought to 
ascertain the extent to which NIH plays an oversight role in ensuring that its grantee 
institutions abide by the 1995 rules of reporting, managing, and mitigating FCOIs.15 The 
IG reviewed 438 reports and found a number of deficiencies in FCOIs in NIH grantee 
institutions. Prominent among them is that the IG could not obtain an accurate count of 
the FCOI reports for FY2004–2006; 93% did not state the nature of the conflicts; 89% 
did not state how the conflicts would be managed, reduced, or eliminated. 

This latter point about whether the NIH should require detailed records of the types 
of COIs occurring at its grantee institutions became contentious between the agency and 
the IG. The 1995 rules did not require any level of detail in the reporting by grantee in-
stitutions to the NIH. The IG wrote: “At least 89 percent of financial conflict-of-interest 
reports did not state the nature of the conflicts or how they would be managed.”15 

The IG also found that individual institutes did not have a proactive method of ensur-
ing that grantee institutions had FCOI policies, or if they did, the accuracy and quality 
of the FCOI information. Nearly half of the institutes could not provide the IG with any 
financial disclosure reports for FY 2004–2006. According to the IG report, the quality of 
the information was based mostly on “good faith.” NIH responded to the IG report by 
disagreeing that it should require grantee institutions to provide details on the FCOIs they 
report. In essence, by demurring, NIH refused to take on a policing role of its grantee 
institutions, but rather preferred that the information be decentralized and based on trust. 

The IG issued a follow-up report in 2009 titled “How Grantees Manage Financial 
Conflicts of Interest in Research Funded by the National Institutes of Health.”16 The IG 
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cited inquiries of the Senate Finance Committee into payments from drug and device 
manufacturers to academic researchers and physicians. In nine cases, they found five 
awardees who allegedly failed to report that they received payments of $1 million or 
more. In this investigation the IG reviewed 41 grantee institutions that submitted 225 
FCOI reports to the NIH in FY2006. These institutions were surveyed on how FCOIs 
were managed, reduced, or eliminated and how grantee institutions ensured that their 
researchers complied with federal regulations. After excluding 41 grantee institutions 
from its analysis, the study was left with 184 reports involving 165 researchers. The 
most common type of conflict that the IG found among researchers (67%) was “holding 
an equity ownership” in companies whose financial interests were related to the investi-
gator’s research, while 40% of the grantees consulted for an outside company. Sixty-five 
grantees had some type of position with outside companies including executive office 
and membership on the board of directors, advisory board, or medical review board. 

Of the 184 reports, 136 indicated that the researchers’ conflicts were managed, six 
indicated that the conflicts were reduced, and a mere six were eliminated.16 The most 
cited method for managing COIs was disclosure. And for one-third of the reports (n = 
60), there was no evidence in the submitted documentation to show that management 
methods were fulfilled. 

Once again, the IG report confirmed that “researcher discretion” in deciding what 
to report guided the management plans. “Ninety percent of the grantee institutions rely 
solely on the researchers’ discretion to determine which of their significant financial 
interests are related to their research and are therefore required to be reported.”16 The 
IG also reported that none of the grantee institutions have a policy of full disclosure of 
SFIs, but rather allow the researcher to make the determination of whether disclosure is 
appropriate. Most of the institutions do not make an effort to verify information submit-
ted by researchers. 

The IG recommendations in the second report once again focused on the lack of 
detail in the information sent to NIH from grantee institutions. The IG recommended 
that “after a grantee submits a report identifying the existence of a conflict, NIH use 
[its authority] to request details about the conflict and how it was managed, reduced or 
eliminated.”16 The IG also criticized the investigator “trust standard” in the reporting of 
FCOIs and recommended that “NIH require grantee institutions to collect information 
on all significant financial interests held by researchers and not just those deemed by 
researchers to be reasonably affected by the research.”16 Under these criteria, all external 
income that exceeds the threshold would be reported. 

REVISED PHS RULE ON REPORTING FCOIS. VIII. 

The DHHS issued a new set of proposed rules pertaining to COIs in academic research 
on May 21, 2010.17 The goal set forth by DHHS in this proposed rule was to ensure 
objectivity in funded research. To fulfill this goal, institutions and investigators had to 
completely disclose COIs, develop appropriate review of faculty with FCOIs, and ag-
gressively manage the conflicts that are disclosed. DHHS stated that the 2010 proposed 
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rules represent “substantial revisions to the current regulations.”17 Many of the proposed 
revisions were direct responses to the IG recommendations and to Grassley’s campaign 
for change. 

The proposal changed the definition of “financial interest” from “anything of mon-
etary value” to “anything of monetary value or potential monetary value.” The new rules 
would require awardees to report intellectual property and equity in a startup company, 
which currently may have no monetary value. The new rules broaden the meaning of in-
vestigator to include anyone who is responsible for the design, conduct, or reporting of 
research, including sub-grantees and contractors, and research as any activity for which 
research funding is available, including PHS awards, grants, cooperative agreements, 
contracts, or career development funds.17

The definition of an SFI in the document is “a financial interest consisting of one 
or more of the [financial] interests of the Investigators (and those of the Investigator’s 
spouse and dependent children) that reasonably appears to be related to the Investiga-
tor’s institutional responsibilities.”17 The interests include stock holdings, remunerations 
from companies that aggregate within 12 months to more than $5000, and intellectual 
property such as patents and royalties.17 Thus, the new rules cut the reporting threshold 
for external funding in half, from $10,000 to $5000. If an investigator holds an equity 
interest in a non-publicly traded company (i.e., a startup) then an SFI would exist re-
gardless of the value. Also, there was a change in the time period under which the SFIs 
aggregate. Under the 1995 rule, aggregated payments were supposed to be calculated 
“over the next 12 months,” whereas under the new rules, they are calculated over the 
past 12 months. If investigators receive external monies that meet the SFI threshold after 
their disclosure statement has been made, they are required to update their statement 
within 30 days. 

The new definition of SFI also introduces new criteria for disclosing some ac-
tivities as SFI. In the past rules, the external funding had to be related to the current 
PHS grant. The new rules state that disclosure is required for any external funding 
classified as SFI that would “reasonably appear to be related to the Investigator’s 
‘institutional responsibilities’.”17 This means that institutions must disclose external 
funding classified as SFIs that relate to any aspect of an investigator’s scientific life, 
including teaching at the institution. 

In what is likely to be the most controversial changes to the current federal COI 
policy are the institutional requirements for record keeping and reporting of FCOIs. 
Institutions will be required to post their COI policies on a publicly accessible website, 
to develop and implement training programs on their policies, and to require all PHS 
investigators to complete the training. Up to now, the investigator bore the responsibility 
for determining the relatedness of the SFI to his or her PHS-funded research. Under the 
proposed rules, it is the institution’s responsibility, through a pre-designated office, to 
make the relatedness determination. When a determination of SFI and its relatedness to 
an investigator’s work has been made, the past rules required the institution to manage 
the conflict, while the new rules would require the institution to create a management 
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plan to be submitted to the awarding agency. 
Standing out among the institutional changes is the new public disclosure provision. 

When an institution has determined that an SFI of a senior investigator or key personnel 
of a PHS-funded project is related to the research, and that it involves an FCOI, then the 
institution is required to post information describing the FCOI on a publicly accessible 
website. This means that some investigators will have personal information about earn-
ings and their (and their family’s) financial relationships with private companies made 
public. The publicly accessible website would be updated annually or within 60 days 
of a change in the SFI status of an investigator. The DHHS discussion of the proposed 
guidelines noted the significance of the change to personal privacy. “We recognize that 
the proposed public disclosure requirement would place an additional administrative 
burden on institutions, and would also impact the privacy of Investigators who have 
information related to their personal financial interests posted publicly to the extent such 
interests are determined to the FCOI.”17 In balance, DHHS noted, the publicly accessible 
website has the advantage of offering the public more complete information; it is also 
consistent with public disclosures in journals and at professional meetings.17

The problem associated with poor compliance of the regulations was a major factor 
in bringing public attention to the 1995 COI policy. Under the old rules, if an investiga-
tor failed to comply, the institution was required to inform PHS of the action it planned 
to take or had taken. The new rules expand the power of investigation of the awarding 
agency. The agency would be able to undertake a site review before, during, or after the 
award period, gain access to all relevant records of the awardee institution, and exercise 
enforcement action that includes suspension of funding or imposing special award con-
ditions. The new rules stipulate that greater enforcement attention is given to research 
that evaluates the safety or effectiveness of drugs, medical devices, or treatment. 

While remaining within the same general framework as the existing rules, the 
proposed rules on COI provide greater detail, close up loopholes in reporting, provide 
greater transparency to the public, shift responsibility from the investigator to the insti-
tution, and establish higher accountability standards for the awarding institution. 

CONCLUSIONIX. 

The 2010 proposed DHHS rules on COIs have responded to most of the criticisms and 
recommendations issued by public critics, Senate oversight committees, and the IG. 
Some highly visible cases have illustrated the extent to which some academic scientists 
and their institutions treated the 1995 rules as burdensome and intrusive. Some mem-
bers of this group of scientists felt emboldened to flaunt the rules, which they viewed 
as needless regulatory impositions on science that erodes their established tradition of 
“academic freedom and autonomy.”

Under the newly proposed rules, Senator Grassley’s idea of “science in the sun-
shine” is extended from journal disclosure to all grantees of PHS awards. Transparency 
is now required, at least for publicly funded research, at the outset of receiving an award 
and not just at the time of publication. This gives the university an opportunity to raise 
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the question of whether the investigator’s significant FCOI could bias the results of the 
research. However, even with the revised rules, there remain significant omissions in 
addressing FCOIs in science. 

First, we have to acknowledge that a significant funding of science, particularly 
as applied medical research, comes from the private sector. Investigators who do not 
receive public funds are not bound by the DHHS rules. Private funding of academic 
research has introduced systemic bias, perhaps more directly than public funding.18 
The bias is often introduced at the outset in the contract of the study. For example, 
recently it was disclosed that the international energy corporation BP proposed to 
contract out research to scientists at the University of Alabama, which would have 
given the company rights over publication. According to a report in the Press Register 
of Mobile, Alabama, BP attempted to hire the entire marine sciences department at 
one Alabama University under a contract that “prohibits the scientists from publishing 
their research, sharing it with other scientists or speaking about the data that they col-
lect for at least the next three years.”19

Second, improving the management and disclosure of COIs does not solve the prob-
lem of prevention.20 The introduction of bias in research can be very subtle. It is not 
easy to determine whether an SFI biases the outcome of research unless there are telltale 
clues. The policy sets no boundaries on preventing an FCOI, such as by prohibiting a 
clinical investigator supervising a clinical trial from holding an FCOI. 

Third, the DHHS’s proposed rules do not address the problem of institutional 
COIs, which the agency has thus far found intractable. It is the universities who may 
negotiate contracts with secret covenants that trade off scientific autonomy in ex-
change for large grants or other largesse to the institution (including equity interests in 
the funder) that makes this issue so visible yet beyond the management of investigator 
COIs. 

Finally, the newly proposed DHHS guidelines would replace the original guidelines, 
which have been in effect for 15 years. The new guidelines herald a new age of science, 
one in which “disinterestedness” as formulated by Robert Merton in his norms of sci-
ence, is replaced with “managed bias,” namely, an acceptance that science is largely 
influenced by entrepreneurship and that all there is left is to maximize the use of “or-
ganized skepticism” and transparency to ensure the publication of reliable knowledge. 
It broadens the responsibility from journals and the community of scientists to officers 
at the university who must decide whether “there is any reasonable expectation that the 
design, conduct, or reporting of PHS-funded research, by any investigator FCOI will be 
biased by the financial interest of that investigator.”17
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ABSTRACT: Environmental health researchers often need to make difficult decisions on how 
to protect privacy and confidentiality when they conduct research in the home or workplace. 
These dilemmas are different from those normally encountered in clinical research. Although 
protecting privacy and confidentiality is one of the most important principles of research 
involving human subjects, it can be overridden to prevent imminent harm to individuals or if 
required by law. Investigators should carefully consider the facts and circumstances and use 
good judgment when deciding whether to breach privacy or confidentiality.
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INTRODUCTIONI. 

Environmental health scientists frequently conduct research on exposures to pesticides, al-
lergens, industrial chemicals, and other substances in the home or workplace, which can 
provide valuable information for preventing diseases and promoting health.1 For example, 
studies of exposure to allergens in the home provide useful information for preventing or 
managing respiratory diseases such as asthma.2 Research on pesticide exposure of agricul-
tural workers can help public health professionals to develop interventions for preventing 
pesticide poisoning and reducing the risks of developing illnesses (e.g., Parkinson’s disease) 
related to long-term pesticide exposure.3 However, research on domestic and occupational 
exposures can pose ethical dilemmas related to the protection of research subjects or others, 
because investigators may ask individuals for information pertaining to private behaviors 
such as substance abuse or sexuality, or they may collect samples from private areas such 
as bedrooms, bathrooms, or offices. Investigators may inadvertently discover information 
related to illegal or illicit conduct such as child abuse or violations of occupational safety 
laws.1 Therefore, environmental health researchers often need to make difficult decisions 
about how to protect privacy when they conduct research in the home or workplace.1 These 
dilemmas are different from those normally encountered in clinical research. 

PRIVACY AND CONFIDENTIALITYII. 

Privacy and confidentiality are related but different concepts. Privacy refers to an indi-
vidual’s interest in controlling access to himself or herself.4 There are two distinct types 



Ethics in Biology, Engineering & Medicine - An International Journal

286 Resnik

of privacy: informational privacy and physical privacy. Informational privacy refers to 
the interest in controlling access to private information about one’s self, such as data 
pertaining to medical conditions, sexual practices, income, or social security number. 
Physical privacy refers to the interest in controlling access to one’s body, biological 
specimens, or personal space. Observing a person undressed without permission would 
be an invasion of that person’s physical privacy but not necessarily his or her infor-
mational privacy. Illegally accessing a person’s medical records would be an invasion 
of informational privacy but not necessarily physical privacy. Confidentiality refers to 
measures that are taken to protect an individual’s informational privacy, such as limiting 
access to medical or research records, data encryption, and secure data storage.4 Confi-
dentiality is concerned with informational privacy, not physical privacy. 

Many philosophers have examined the moral foundations of privacy interests. Some 
hold that the obligation to protect privacy is ultimately based on other, more fundamental 
moral principles such as the right to liberty or autonomy or the duty to not harm others.5 
For example, breaching medical confidentiality can be regarded as unethical because it can 
cause harm such as loss of employment, discrimination, legal liability, or embarrassment to 
the person. Breaching confidentiality may be unethical even if it does not cause any harm 
because it violates a person’s right to control the disclosure of private information. Watching 
someone undress without permission invades physical privacy; even if it does not cause 
harm to the person, it violates his or her right to control access to his or her body. Others hold 
that violations of privacy are wrong because they undermine intimacy, which is necessary 
for the formation of meaningful human relationships. People develop close relationships by 
sharing private information, secret dreams and desires, and physical space. Because people 
cannot form these close relationships unless they have some expectation that their privacy 
will be protected, society needs laws and ethical rules to protect privacy.6 

Protecting Privacy and Confidentiality in Research Involving Human A. 
Subjects

Regardless of how one understands the moral foundations of privacy, it is clear that 
privacy and confidentiality are important values that should be protected in research 
with human subjects.7 Numerous ethical codes and legal mandates, such as the Declara-
tion of Helsinki,8 the Council for the International Organization of Medical Sciences 
guidelines,9 and U.S. federal research regulations,10 require investigators to protect the 
privacy and confidentiality of research participants and to explain how privacy and con-
fidentiality will be protected during the informed consent process. Many commenta-
tors recommend that investigators should also protect the privacy and confidentiality 
of third parties who may be directly affected by research but who are not the subjects 
of research, such as occupants of a home in which data collection takes place, family 
members identified in genetic research, or communities participating in a study.11 Addi-
tionally, state and federal laws that protect the privacy of patients receiving health care, 
such as the Health Insurance Portability and Accountability Act (HIPAA), also apply to 
research activities.12 
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In clinical research, investigators collect private information such as a person’s 
medical and family history, sexual behaviors, alcohol and drug use, diet, exercise, 
clinical laboratory test results, genetics, and environmental exposures. Because clinical 
investigators rarely need to enter a person’s home or office to collect this information, 
most of the privacy issues in clinical research center on safeguarding confidentiality.13 
To be sure, difficult ethical dilemmas can arise when deciding how to protect confidenti-
ality in the clinical setting, such as deciding whether to disclose a person’s HIV status to 
affected parties, but these ethical dilemmas are different from those that arise in health 
research conducted in the home or workplace environment, because clinical researchers 
usually obtain this private information as part of their study, not inadvertently during 
data collection in a private area.1,14,15 

Protecting Privacy and Confidentiality in Environmental Health Re-B. 
search

When investigators conduct research in the home or workplace, they may request private 
information from research subjects, such as medical history, daily activities, diet, and drug 
and alcohol use. The ethical dilemmas concerning the protection of private information 
obtained as part of the study are similar to those encountered in clinical research. How-
ever, investigators may also discover private information that is not being collected as part 
of the study when they enter a home or workplace.1,14 For example, in a study of how al-
lergens in the home affect asthma, investigators may collect dust samples from bedrooms, 
bathrooms, recreation rooms, dining rooms, hallways, kitchens, and basements. When in-
vestigators enter these areas, they may observe evidence of illicit drug use or other illegal 
activities, building code violations, dangerous conditions in the home, domestic violence, 
and child or elder abuse/neglect. In a study of how chemical exposure in the factory affect 
health, investigators may collect samples from offices, assembly lines, bathrooms, dining 
areas, locker rooms, waiting rooms, and hallways. When investigators enter these areas, 
they may observe evidence of illicit drug use, alcohol use, or violations of environmental 
and occupational safety laws. 

Ethical dilemmas arise when investigators have to decide what, if anything, they 
should do with the private information that they inadvertently discover in a home or 
workplace. As we have seen, ethical guidelines and regulations require investigators to 
take steps to protect private information. However, investigators may sometimes have 
good reasons to override these obligations and disclose private information obtained in 
the home or workplace. The most compelling reason to disclose private information is 
to protect individuals, especially children or vulnerable adults, from harm. Most ethical 
theories hold that we should help other people when it is reasonable to do so, including 
taking appropriate measures to rescue people who face imminent harm.16 For example, 
if we see someone drowning in a pool, we should throw in a life preserver, call a life-
guard, or take some other measure to save the person’s life. We need not jump into the 
pool to save the person unless we are trained in water safety because this would risk our 
own lives, but we should not stand by idly. 
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If an investigator discovers evidence of child abuse/neglect while collecting samples 
in the home, he or she would have a strong moral obligation to report that information to 
the relevant authorities to protect the child from harm. The investigator may also have 
a legal obligation to report evidence of child abuse/neglect, because many jurisdictions 
have laws requiring educators, health care workers, and members of certain profes-
sions to report child abuse/neglect.1 However, there may also be reasons not to report 
suspected child abuse/neglect, such as in cases where the evidence may be inconclusive 
and reporting the situation to the authorities may cause unnecessary harm to the child 
or other family members.14 Investigators should carefully consider these and other facts 
and circumstances when deciding whether to report. They may also discuss the situation 
with the parents or guardians prior to taking any action if they believe there has been 
some misunderstanding. 

Investigators may encounter reporting dilemmas when they collect samples in the 
workplace environment. For example, suppose that investigators observe significant vi-
olations of occupational safety laws in a factory that place workers in imminent danger. 
They would have a strong ethical obligation to report these violations to the appropri-
ate authorities to protect the factory workers from harm. However, similar to the child 
abuse/neglect example, there may be reasons not to report workplace safety issues: the 
evidence may be inconclusive, the potential harm to employees may be minimal, some 
workers may be fired if a safety report is made, and the entire research project may be 
jeopardized if the employer decides to no longer cooperate with the researchers. To deal 
with these and other contingencies, investigators should discuss safety violations with 
the management before contacting outside authorities, because the information that is 
disclosed may be harmful or embarrassing to employers. It may be possible to resolve 
these issues in a way that protects workers but also does not harm the employer or 
undermine the study. Investigators should use good judgment when deciding how to 
approach workplace safety issues that they discover while conducting a study. 

Other rationales for compromising privacy are less compelling than protecting 
people from imminent harm. For example, suppose that investigators discover evidence 
of illegal drugs in a home. One could argue that they should report this illicit activity to 
the police to help enforce the drug laws and protect residents of the home from the po-
tential harm associated with drug use. However, reporting the presence of illegal drugs 
in the home could do more harm than good, because making a report may undermine the 
research subjects’ trust in the investigators, the evidence may be inconclusive, and the 
police may decide not to investigate the complaint anyway. A great deal depends on the 
circumstances of the situation. For example, if the investigators discover only a small 
amount of marijuana on a shelf where they are collecting dust samples, perhaps they 
should not say anything. However, if the investigators discover a large cache of various 
illegal substances, which would indicate that someone is selling drugs on the premises, 
and there are children in the home who may be in danger as a result of this illegal activ-
ity, then they should consider making a report. Once again, investigators should use 
good judgment when deciding whether to report illegal drugs (or other illicit activities) 
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in the home and they should carefully consider the relevant facts. They may also discuss 
these issues with occupants, if appropriate. 

Investigators may also encounter situations in the workplace that do not necessarily 
require them to make a report to the relevant authorities. For example, suppose inves-
tigators discover potential violations of environmental laws when collecting data in a 
workplace. If these violations do not place people in imminent danger or pose signifi-
cant, imminent risks to the environment, then they may decide to discuss the issue with 
the management rather than making a report to the authorities. Other illegal activities 
discovered in the workplace, such as evidence of alcohol/drug abuse, sexual harassment, 
or fraud/embezzlement, may be treated in a similar fashion.

The informed consent process can play a critical role in addressing issues related to 
privacy, confidentiality, and reporting illegal or dangerous activities to authorities.1 Federal 
research regulations10 and other ethics rules9 require investigators to inform research subjects 
about how confidentiality and privacy will be protected. Investigators should not only notify 
subjects about measures that will be taken to safeguard confidentiality and privacy, but they 
should also inform them about circumstances in which they are obligated to breach confi-
dentiality or privacy, such as reporting child neglect/abuse. Because it will not be possible to 
anticipate every situation in which it may be appropriate to breach confidentiality or privacy, 
a generic statement such as “privacy or confidentiality may be breached to protect people 
from imminent harm or if required by law” may be appropriate. Investigators should also 
discuss potential privacy/confidentiality issues with employers when conducting a study at 
a worksite. Talking about these issues with research subjects and other affected parties can 
help to promote trust and cooperation and avoid misunderstandings.

Investigators should also address privacy and confidentiality issues when planning a 
research project and developing a protocol. They should clearly describe the steps they 
will take to protect privacy and confidentiality, and how they will handle situations in 
which they may have an ethical or legal obligation to breach privacy or confidentiality. 
They should describe these issues in sufficient detail so that an institutional review board 
or other ethical review committee can understand how the proposed research project 
will affect the rights and welfare of human subjects and other affected parties, and how 
the investigators plan to protect them. 

Finally, it is important for investigators to train research staff about privacy and con-
fidentiality issues that may arise when collecting data in a home or workplace.14 They 
should inform research staff about the measures that will be taken to protect privacy 
and confidentiality, such as secure storage of research records, limited access to data, 
and encryption, and instruct research staff on the importance of avoiding unnecessary 
invasions of privacy in the home or workplace. For example, research staff should not 
open drawers or closets without permission, and they should not snoop around the home 
or workplace. They should collect samples only in pre-approved, designated areas. They 
should also be instructed on what to do if they inadvertently discover illegal or danger-
ous activities. Training may need to be revised as investigators acquire more experience 
in conducting research in the home or workplace.
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CONCLUSION III. 

Protecting privacy and confidentiality presents some unique—and often difficult—eth-
ical dilemmas for investigators who are collecting data in the home or workplace envi-
ronment. Privacy and confidentiality can be breached to protect people from imminent 
harm or if required by law. Investigators should carefully consider the relevant facts and 
use good judgment when deciding whether to compromise privacy or confidentiality. 
They should also address these issues when developing a research protocol and during 
the informed consent process, and should train research staff on confidentiality and pri-
vacy protections and concerns. 
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ABSTRACT: The scientific method is the standard approach used in conducting experiments 
that seek to prove or disprove scientific hypotheses and theories. The roots and applications 
of the method are examined herein from a bioethical perspective. Examples are outlined 
throughout the discussion, and the methods of funded science are reviewed from the standpoint 
of the need for innovation and discovery. Current challenges to science and the application of 
the scientific method are presented as they relate the approaches employed to solving major 
scientific problems. The essay also provides some insights into the need to improve approaches 
for examining the value of the vast amounts of information being gathered in all areas of 
science and engineering before one attempts to draw conclusions on superficially analyzed 
data sets. The discussion concludes with observations and recommendations about the steps 
needed to ensure the role of the scientific method in discovery.
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INTRODUCTIONI. 

Biomedical and environmental technologies and tools were developed using the prin-
ciples and methods of science and engineering available since the Renaissance and ac-
celerated during the first half of the 20th century. A growing question is whether this 
noble method will withstand the influence of external forces and whether it will be able 
to continue to drive new discoveries in various fields and push the envelope of science. 
For example, Horgan has articulated the means by which tacit and overt biases have 
crept into and diminished the credibility of science projects in numerous disciplines.1 
These troubling issues have become progressively more acute in light of recent trends 
and events that have placed scientific research increasingly within the belief systems of 
politics and ideologies. 

Science strives to explain natural phenomena. When doing so, scientists gain, or 
at least attempt to gain, power over the entity being investigated. Explaining the atom 
was necessary to control some aspect of its structure that led to its disintegration in the 
cyclotron. Describing how light behaves allows for ways to control it in a telescope 
or laser. Understanding how a molecule is structured allows for efficacious medicines 
and treatment of cancer. Indeed, the basic scientist may see “control” and “power” as 
motivators only for the applied sciences, but power and control are motivators for all 
science, albeit in different forms. Poincaré put it this way: “If nature were not beautiful, 
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it would not be worth knowing, and if nature were not worth knowing, life would not 
be worth living.”2

In this case, the teleology indeed is power and control. This is done, for example, 
by taking a part of nature and bringing into the laboratory to study, and it is driven by 
the “beauty” of science. Of course, the teleology of the applied scientists, engineers, 
and technologists is direct. Science provides them with the power to explain and use 
the knowledge for some noble (hopefully) purpose to improve society or the quality of 
life.

The scientific method has been has been debated throughout history, beginning with 
the ancient Egyptians and ancient Greeks (including Aristotle) and extending to more re-
cent notables such as Karl Popper and Thomas Kuhn. The crucial aspects of the method 
are the formulation of a problem by hypothesis, followed by the collection of data. Mod-
ern science resulted from debates and disagreements of the intellectual giants of the 16th 
and 17th centuries. Indeed, Thomas Hobbes and Robert Boyle argued over the ground 
rules of truth seeking. Hobbes argued for a priori approaches, whereas Boyle and his ilk 
in the Royal Society felt that the only proper way to explain the physical universe is to 
take a rigorous path that includes experimentation, publication, and peer review. Hobbes 
lost that argument and, until recently, the scientific method has held primacy. Thus, the 
appropriate context for this essay in context begins by defining this durable method. The 
Merriam Webster Dictionary (ca. 1810) defines the scientific method as:

The principles and procedures for the systematic pursuit of knowledge involving 
the recognition and formulation of a problem, the collection of data through 
observation and experiment, and the formulation and testing of hypotheses. 
Empirical information can be used to test a theory which is considered the most 
direct (parsimonious) way to explain information from a body of data collected 
are consistent and can be synthesized to explain natural phenomena. 

Scientific discovery is a cumulative process, with each discovery affected by previ-
ous successes and with each new discovery influencing all those to be made in the 
future. This march of science depends on collecting scientific information at each suc-
cessive stage. However, while information gained from a discovery is a necessary, it 
not a sufficient requirement for scientific advancement. The layering of discoveries also 
needs to be viewed systematically to achieve coherence in thought.3,4 Science requires 
asking more than “what,” but also “why.” For the layers of observation to have meaning 
within the context of the universe, the explanation of natural phenomena must be based 
on the discovery of the theory behind a particular phenomenon and defining the basic 
principles that govern the processes. Boyle’s air pump certainly provided interesting 
data and information, but his discovery of “truths” regarding pressure, volume, and 
temperature only began to cross the theoretical threshold with Boyle’s Law. For every 
scientific law, however, there are countless wrong theories. Sifting through this morass 
of wrongheadedness requires adherence to a standard of intellectual honesty, as articu-
lated by Snow: “The only ethical principle which has made science possible is that the 
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truth shall be told all the time. If we do not penalize false statements made in error, we 
open up the way, don’t you see, for false statements by intention. And of course a false 
statement of fact, made deliberately, is the most serious crime a scientist can commit.”5

Science is the explanation of the physical world, while engineering encompasses ap-
plications of science to achieve results. Indeed, societal demands can be very compelling. 
What has been learned about the environment by trial and error has been transformed 
into the more rigorous fields of biomedical and environmental science and engineering. 
However, it appears that in some cases the level of uncertainty in the collected data 
still are either not reported or are even intentionally ignored. Indeed, scientists may be 
tempted to speed up the process, to skip a step here and there, or even to embellish the 
real data to serve an important need, and therefore discussion and improved understand-
ing of a phenomenon suffers. Heuristically attained knowledge has come at a great cost 
in terms of the loss of lives and diseases (e.g., popular yet wrong theories regarding 
physiological processes). 

One of the principal values of the scientific method is its objectivity. The integrity of 
a scientist is determined by the extent to which a scientist’s methods do not deviate from 
the standard. The method is also a defense against science and engineering activities 
becoming popularity contests or driven by the “pollutant of the day” or the “disease of 
the year.” 

Strict adherence to the scientific method can be a major inconvenience to a scientist’s 
aspirations. Scientists can be recruited, sometimes unknowingly, as advocates for one 
cause or another. Many of these causes are worthwhile and policy makers are willing to 
fund them. Therefore, research funding today follows both scientific and policy-directed 
agendas. The temptation is to apply for funds and to write research proposals that fit 
what policy makers want; even if that means that the better and more relevant research 
will be in another area. It is seldom that the scientific community has 100% consensus on 
anything except the basic principles (and even these are suspect in quantum mechanics 
and mathematics). Science must be willing to go against the grain. Seldom is a scientific 
issue “settled,” as has been reported recently regarding anthropogenic global warming.6 

Indeed, there will often be a modicum of or even a general level of consensus, but not 
unanimity in any scientific discipline when the underlying theory is still evolving and 
the uncertainties still need to be reduced by experiment and observation. The thoughtful 
scientist must ask what exactly is supposed to be settled. For example, is there overall 
agreement that carbon dioxide and other greenhouse gases are one factor in how the 
earth is warmed by incoming solar radiation? Few scientists would disagree, since this is 
basic thermodynamics. Beyond these basics, however, the so-called settlement becomes 
friable, as evidenced by the disagreement about how to allocate the weights and inter-
relationships of variables important in any heat engine or climatological process.

Sigma Xi, the Scientific Research Society, takes Snow’s maxim one step further, 
noting that truth is the ultimate moral imperative of the scientist:

Semantic arguments apart, there remain two fundamental reasons why scientists 
should be concerned with the ethics of their research. The first reason is that 
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without the basic principles of truthfulness – the assumption that we can rely on 
other people’s words – the whole scientific research enterprise is liable to grind 
to a halt. Seeking the answers to questions may or may not be the cement that 
holds together society as a whole, but certainly it is essential to science. Sec-
ondly, whereas truthfulness in a wider context can be maintained and enforced 
by the institutions of the society we live in, scientific research is a specialized 
activity; namely, each scientist working largely on individual experiments and 
analyses on the fringes of knowledge.7 

Scientific Revolutions and ParadigmsA. 

Scientific theories have risen and fallen with each “revolution” of knowledge. Kuhn8 

warned the purveyors of scientific truths that to debunk current theories will be met with 
violent disagreement. Scientists do not relinquish their theories easily. Kuhn’s book pro-
voked controversy and many years of discussion and other thought-provoking articles 
and books.9

During the turbulence of the 20th century—two world wars and an economic 
depression—scientists were also provided with a very rare opportunity to witness and 
appreciate the impact of multiple “revolutionary” discoveries and other types of ad-
vances in science, engineering, and technology. The two most acclaimed examples of 
scientific revolutions during the 20th century were the discovery of the theory of relativ-
ity in physics.10,11 and the double helix in biology12; each was an amazing theoretical 
advance in science: one employed the creative use of telescopes for proof and the other 
used the results from a sophisticated instrumentation for time (crystallography), respec-
tively. Neither required the stamp of “peer reviewable” research prior to achieving the 
revolutionary discovery; however, both were built upon the successful application of 
the scientific method to describe various supporting phenomena that were observed or 
hypothesized by others. 

Kuhn’s term “paradigm shift” described the post-revolution period in science.8 He 
defined “paradigm” as an accepted specific set of scientific practices made up of what 
has been observed and analyzed. A paradigm not only consists of laws and theories, 
but designates the gatekeepers of that field of study, those to whom questions should 
be asked, and how the results of the investigations into this specific subject matter will 
be interpreted. This gatekeeping aspect of the paradigm is perilous if incorrect theories 
and information become blindly accepted. Excessive comfort with the status quo or the 
fear of the different (i.e., xenophobia) can be sometimes attributed to a community’s 
well-organized protections against differences even in the face of legitimate dissent (i.e., 
“groupthink”).13

Until very recently, at least through the 19th century and the first two-thirds of the 
20th century, major experiments in many areas of science and engineering were almost 
exclusively conducted by individuals in small, even obscure, laboratory settings . Ex-
amples include antibiotics, the Curies’ experiments on radium, and the Apple/Microsoft-
based evolution of personal computer software. At times, innovations occur when a 
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need or opportunity arises. “Necessity is the mother of invention.” Vannevar Bush14 

distinguished basic from applied research in that the former “is performed without 
thought of practical ends.” According to Bush, basic research is to contribute to “general 
knowledge and an understanding of nature and its laws.” Seeing an inevitable conflict 
between research to increase understanding and research geared toward use, he held that 
“applied research invariably drives out pure.” 

Today, Bush’s “rugged individual approach” has been largely replaced by team-
work. Whether it is a physical paradigm used to apply nanotechnologies to neurological 
maladies, a chemical paradigm used to find a safe psychotropic drug, or a biological 
paradigm of disease used to find an effective HIV vaccine, any contemporary paradigm 
depends on groups of people who are not only technically competent but who are also 
good at collaborating with one another in order to realize a common objective.15 Success 
within this new paradigm requires synergy. This is not the same as acquiescence to a 
prominent theory. To the contrary, a good team member is one who is willing to point 
out weaknesses and fallacies in the paradigm. 

Basic research is defined by the fact that it seeks to widen the understanding of 
the phenomena of a scientific field—it is guided by the quest to advance knowledge. 
Numerous influential works of research are in fact driven by both of these goals. A prime 
example is the work of Louis Pasteur, who as a basic scientist sought to understand the 
microbiological processes he discovered, and as an applied scientist sought to use the 
basic knowledge to address spoilage of vinegar, beer, wine, and milk.14

The disparity between basic and applied research is captured in the “linear model” 
of the dynamic form of the postwar paradigm. It is important to keep in mind, though, 
that in the dynamic flow model, each of the successive stages of development depends 
upon the stage before it (Example 1). The advancement of science parallels the ap-
plication of science. For example, does science always lead to engineering, which sub-
sequently drives the need for technology? Of course, this may be the default, but it is 
not the only transition. Engineering has driven basic science within a paradigm (e.g., 
bioscience’s “black boxes” that progressively, but never completely, become understood 
by bioscience researchers). A recent example that should give scientists and engineers 
pause is “geoengineering.” This is the new field seeks to address global problems with 
planetary-scale designs. Some geoengineers are already working on ways to address 
global climate changes. Such actions are commendable if in fact global climate change 
is anthropogenic. Problematically, some geoengineers have proposed releasing sulfates 
into the atmosphere because these compounds have been shown to be cooling. However, 
it is important to remember that the biggest atmospheric concern on the 1980s and 1990s 
was acid rain, which was largely the result of sulfates and other sulfur compounds that 
form sulfuric acid when combined with water.

Technology has driven both science and engineering. A new device allows scientists 
to embark on whole new areas of research (e.g., the microscope dispelled many incor-
rect germ theories and the polymerase chain reaction has made it possible to advance 
recombinant DNA research) and engineers to conceive new designs (e.g., the telescope 
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led the way to space stations and DNA markers allow for enhanced medical and biore-
mediation projects). However, technology alone does not lead to revolutionary ideas 
without theoretical advances (e.g., the human genome project was built upon the work 
of Crick and Watson).

This simple model of scientific advances with in a paradigm has come to be called 
technology transfer because it describes the movement from basic science to technol-
ogy. The first step in this process is basic research within a paradigm, which charts the 
course for practical application and eliminates dead ends. It also enables the applied sci-
entist and engineer to reach their goal quickly and economically. Then, applied research 
involves elaboration and the application of the known. Here, scientists and engineers 
convert the possible into the actual. The final stage in the technological sequence, devel-
opment, is the stage where scientists systematically adapt research findings into useful 
materials, devices, systems, methods, processes, etc.14

The characterization of the processes that lead from basic to applied science has 
been criticized as being too simple an account of the flow from science to technology. In 
particular, the one-way flow from scientific discovery to technological innovation does 
not fit with 21st-century science. The supposition that science exists entirely outside of 
technology is absurd in today’s way of thinking. In fact, throughout history there has 
been reverse flow, a flow from technology to the advancement of science within a given 
paradigm. The innovation of calculus and the inventions of the microscope and tele-
scope, and later examples of fractal dimensions and rDNA illustrate that current science 
within a paradigm has progressively become more technology derived or motivated.14 

The relationship between basic and applied sciences is not universally held. Some agree 
that: “The terms basic and applied are, in another sense, not opposites. Work directed 
toward applied goals can be highly fundamental in character in that it has an important 
impact on the conceptual structure or outlook of an established field.”16

Sound science is actually used to synthesize of the goals within a paradigm. One 
could argue that Pasteur was among the first to optimize theory and utility. Similar 
arguments can be made for the historical predecessors DaVinci and Archimedes. The 
one-dimensional model in Figure 1 consists of a line with “basic research” on one end 
and “applied research” on the other (as though the two were polar opposites). Pasteur’s 
world view could be force-fit into this model by placing his design paradigms at the cen-

FIGURE 1. Stepwise progression from basic biological research to product/system realization.
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ter of the flow in Figure 2. However, Pasteur’s equal and strong commitments to under-
standing the theory (microbiological processes) and to practice (controlling the effects 
of these processes) would cover the entire line segment. Arguably, two points within a 
spectrum better represent Pasteur, one at the “basic research” end of the spectrum and 
another at the “applied research” end of the spectrum. This placement led Stokes to sug-
gest a different model that reconciles the shortcomings of this one-dimensional model.

Research within a university follows a flow similar to that shown in Figure 3, 
namely, paradigm-driven research. Science departments are concerned with knowledge-
building, engineering departments with applied knowledge to understand how to solve 
society’s problems, and the university designer is interested in finding innovative ways 
to use this knowledge. For example, the medical doctor at the university’s medical cen-
ter may know what research has led to a particular medical procedure and the devices 
used in that procedure, but may want to “figure out” better designs in terms of ease of 

FIGURE 2. Research categorized according to knowledge and utility drivers. 
(Adapted with permission from Stokes.14)

FIGURE 3. University biological research categorized according to knowledge and utility drivers.
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application, improved recovery time, and better drug delivery. In these cases, the physi-
cian is behaving much like Edison, who was most interested in utility and less interested 
in knowledge for knowledge’s sake. In addition, the physician must work closely with 
the health administrators of the university, who purchase the devices and maintain the 
systems. This is not to say that innovations do not come from the southwest box in Ex-
ample 3, because they can. It simply means that the measures of success at the university 
stress operation and maintenance. In fact, the quadrants must all have feedback loops to 
one another to support the development of the paradigm.

Scientific Advances and IssuesB. 

A well-known and documented scientific- and engineering-based event that changed the 
course of history took place during the 20th century and was an outgrowth of “scientific 
revolutions”: the implementation and completion of the multidisciplinary Manhattan 
Project during World War II.17 This highly focused applied science and engineering ef-
fort brought together a team from many countries to develop and build the atom bomb 
as a means for ending WWII. The technological success, though unleashing a highly 
destructive force to end the Asian theater of WWII, brought the world into the complex 
era that was named the atomic age and ultimately became an integral part of the “Cold 
War.” The intensity of the efforts to produce the atomic bomb also laid a firm foundation 
for the design and growth of “big” science programs that are now conducted by multiple 
laboratories and investigators throughout the world. Some work in collaboration and 
others in competition for large amounts of resources. During the post-WWII period, 
three “big” science/engineering efforts were: i) the world starting the race to space and 
the moon, ii) the start of the nuclear arms race, and iii) the United States starting the war 
on cancer. Each of these also led to new technologies and products that began to influ-
ence other areas of science and engineering throughout the world. 

From the discussion above, it is also apparent that the work of science not only 
influences society, but is greatly influenced by the events and activities within society. 
Science must be systematic because everything in a system affects every other thing. 
The “thing” can be a material substance (e.g., a xenobiotic toxin) or an organism (both 
the agent and the receptor, e.g., a microbe and a human host for a contaminant, or a 
microbe and ecosystem in a remediation project). The “thing” may also be a process or 
mechanism. Miller captured this prospective, systematic perspective, adding society’s 
expectation of scientific vigilance: “From stone spearheads to engineered nanotubes, our 
artifacts can change how we live and, ultimately, who we are. The social significance of 
technological change requires us to take responsibility for the design, implementation, 
and deployment of the things we make.... (I)t is clear that technology can change society. 
But sometimes we lose sight of the idea that society can change technology.”18

Technological changes can arrive at a furious pace, overwhelming scientists and 
ethicists alike. Either consciously or unconsciously, technological determinism or Chan-
dler’s inevitability thesis may become accepted within the scientific community. The 
idea that technology is going to happen no matter what we do is both tempting and highly 
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dangerous. We have to keep reminding ourselves that we not only can steer technology, 
but engineers especially must remember that part of their professional responsibility is 
to shape technology for the benefit of the public at large. More importantly, we need 
to leave room for truly new discovery, which has becoming increasingly difficult to 
promote and nurture in the 21st century. .

The post-WWII period saw innovations that led to the introduction of many widely 
used products and tools into society; including high-speed computers, personal comput-
ers, the modern television, advanced waste treatment systems, smart appliances and 
tools for health care (e.g., magnetic resonance imaging, computed tomography scan-
ning, and transplants) and discovery (e.g., mass spectrometer, chromatographs, plasma 
spectrometers), rockets, antibiotics, drug therapies, air conditioning, electric lighting 
of cities and towns, synthetic plastics, transistors, semiconductors, microprocessors, 
computerized cars and airplanes, and large-scale energy systems (e.g., nuclear power, 
gas, coal, and oil) needed to run homes and businesses. The “baby boomers” and their 
children have benefited greatly from the technological advances, but arguably most have 
had little appreciation of these advances and the efforts of the few who took the risks to 
make the above and more happen. To some extent, the comforts derived from technol-
ogy have dampened the desire to seek new discoveries. 

Science at RiskC. 

The scientific method of the previous three centuries is no longer a universally invio-
lable construct with which to explain natural phenomena. The metaphorical stool on 
which science sits is supported by three legs: experimentation, peer review, and publica-
tion to allow for replication of results. All three are essential. If any leg is weakened, 
science risks a nasty fall from soundness to the capriciousness (i.e., from a posteriori to 
a priori knowledge).

During the second half of the 20th century, many scientific fields became very 
specialized, forming subdisciplines that led to the introduction of specialized journals 
and degree programs. In specific cases, many appeared to have been warranted because 
their content focuses on important data, information needs, or technological advances. 
Further, many of the issues would not be studied effectively by a field in general. For 
example, biomedical science appears to be losing sight of general or overarching aspects 
of each specialty, which by the very nature of expanded opportunities to examine many 
narrow areas of inquiry could well be deterring the ability of science to examine to paths 
that may lead to paradigm shifts or possibly a new revolution—losing the forest for the 
trees, so to speak. 

The expanding possibilities for large-scale advances in science and engineering in 
the post-WWII period anticipated by federal agencies in the United States led to the 
implementation of the “peer review” grant system, which was designed to systemati-
cally stimulate competition for fundamental and applied research. The introduction of 
grant programs by federal agencies was a logical result of the successes during the 
early to mid-20th century. However, over time, although still accomplishing many good 
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things, the systems began to age and preserve the status quo. For example, when submit-
ting applications to many agencies, one cannot propose truly new research in a grant. 
Preliminary data are needed before the proposal even gets a chance to be reviewed by 
peer reviewers identified by many federal agencies. In addition, it is not at all uncom-
mon for a scientist to have had a grant reviewed by individuals who have no clue about 
the topic being proposed to investigate, which of course leads to rejection of a grant by 
someone with insufficient expertise to determine the value of cutting-edge research. 
Ultimately, the system can lead to the waste of the many valuable hours required to write 
and submit the grant and the mountain of required forms, and true creativity is hampered 
by this process. 

To reinforce this point, the average age for an independent investigator to receive 
his or her first National Institutes of Health (NIH) grant is 42.6 years, and has remained 
steady at that level since 2002.20 This is not a healthy situation and indicates that the 
agencies typically have decided to fund what can best be described as “paradigm-fitting 
science.” Applicants can do little other than to conform to these agencies’ discretion. 
Even the lay press has questioned this practice related to a 2009 review of cancer re-
search, which observed that although there was good science, and that some poor sci-
ence was eliminated during review, there was a lack of innovation. The article noted 
that, “It has become a sort of jobs program, a way to keep research laboratories going 
year after year with the understanding that the focus will be on small projects unlikely to 
take significant steps toward curing cancer.”21 Such observations lead to the more seri-
ous issue of the reasons why projects are continuously re-funded. We seem to learn more 
and more about less and less. In the final analysis, the constant re-funding of projects 
may not provide new or major advances after a certain point in time. We believe that a 
top-to-bottom review is essential. 

As an example of the absurdity of the current system, Wilbur and Orville Wright 
would likely never have been funded for their experiments. They lacked preliminary data 
showing that flight was not only feasible, but had already been successfully achieved by 
the investigators. The reviewers, resting on their existing paradigms, might say: “You 
mean someone thinks they can fly? Reject the application!” In fact, the gatekeepers in 
the room may get a good chuckle and say some derisive things about the “Wrong Broth-
ers.” True innovation relies on risk taking, and most reviewers of science—scientists—
are risk averse. Taxpayers’ money is a precious resource that should go toward the most 
meaningful and creative ideas; however, this is a very difficult task because science 
is slow to change even within a paradigm, and today the potential financial gains and 
losses from such changes can be significant. 

The NIH introduced a grant application title called the R-21, which was designed to 
foster innovation but in the beginning became a miniature version of the regular external 
grant program. Again, the reviewers did not understand the quest for innovation. The 
good news is that NIH is rectifying this problem, and has refocused the program on new 
ideas and actually asks that the innovation be described in the application. We wish them 
well and success, as it is a move toward their original plan. We would add that the em-
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phasis should include funding young scientists. Clearly, today room needs to be made in 
grant programs to support innovation and the “well-developed hypotheses” of younger 
investigators. The NIH is also beginning to address this critical need. 

The issue of funding creative research is also quite a problem for investigators in 
new disciplines or, more likely, subdisciplines, because they have a difficult time break-
ing through the “peer review” glass ceiling. P.J.L. was informed recently by a colleague 
about a conversation between him and a scientist in which the colleague was trying to 
make the case for more funding in the innovation field of exposure science.22,23 This 
individual was a member of a more traditional field in environmental health. He was 
told in no uncertain terms that the field had to stand in line. We are convinced that the 
time needed to nurture ideas for the next generation of discoveries needs to be embraced 
by funding agencies. When asked, P.J.L.’s suggestion has been that 15% to 25% of the 
federal research budget should be devoted to well thought-out but high-risk experiments 
and analyses. 

The situation today for most investigators is a never-ending cycle of grant writing to 
start a new program or sustain an innovative current program. This cycle starts almost as 
soon as a young assistant professor or research investigator is hired at a research university 
from a private company, and it never stops. Although grants are essential to providing 
information to fill in major gaps in knowledge within today’s paradigms and to improve 
current technology, the speed at which we try to achieve these goals with funded projects 
actually decreases our ability to sustain long-term productivity and creativity. 

Advances in modern science and technology cost money, and universities and other 
organizations have a seemingly impossible task in supporting unfunded activities, which 
makes innovation is difficult. More importantly, there are no longer the benefactors 
and resources available to support long-term innovative research. Even large companies 
have abandoned their long-term exploratory research programs in favor of short-term 
research to achieve end-of-the year profits or new products. There are now national 
laboratories (Oak Ridge, Los Alamos, etc.) that were once part of the Atomic Energy 
Commission, which dealt with the long-term and complex scientific issues of the Cold 
War and energy. These have now become similar to academic research institutions, be-
cause each competes for some portion of its work with academic institutions that apply 
for government grants and contracts associated with very specific projects or areas of 
inquiry. Up until the 1980s, the Bell Laboratories were an icon for the kind of innovative 
long-term research needed to move science forward in America. Unfortunately, an unin-
tended consequence of the total dismantling of the parent company, Bell Telephone, was 
the dissolution of the missions of these laboratories, a major loss to society as well as 
to the scientific world. This was a case in which the legal system was not looking at the 
long-term consequences of a decision on progress in science. Putting all of the preceding 
together, one can see that the science and the scientific method have succumbed to the 
pressures of business and the pace of government intervention in the 21st century. The 
most immediate question is whether we in the United States abandon the quest to return 
to the moon and Mars and beyond. It can clearly set a tone for the place of revolutionary 
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discovery during the rest of this decade. Some would argue that clean or “green” energy 
is a road to innovation. That may be true, but it is not necessarily discovery. In fact, we 
already have an important energy source: nuclear power. Unfortunately, it suffers from 
a lack of rational explanation to the general population of the pros and cons as a source 
for achieving energy independence. 

CASESII. 

Although every discipline in science and engineering has numerous examples of the ero-
sion of the scientific method, some particular cases may help to elucidate this drift.

The Computer and InternetA. 

Scientists and engineers rely heavily on computers to gather and evaluate data and in-
formation and to communicate with individuals around the world. The computer, which 
evolved quickly for military applications during the Cold War, was a major techno-
logical advance, but it is a mixed blessing to society and science. On the positive side 
for science, business, and technology is its extensive use in the development of high-
end computational tools, communications, control systems, and computational models. 
Computers now allow us to complete detailed analyses of data, to maintain business 
records and activity, to solve complex and computationally expensive equations, and 
to solve systems of equations required to answer very difficult problems (e.g., space 
flight, pharmacokinetics, and process control). Such systems are also valuable in making 
adjustments to current tools and products that were never before imaginable (e.g., drug 
discovery and simulation of new designs for consumer and commercial products and 
systems). High-end computational systems provide for the high-speed transmission of 
information and the storage of many trillions of megabytes of information. For society, 
it has expanded the range of advanced, technologically based products in commerce: 
the Internet for communication and transfer of information, computer games, and other 
home-based systems and products. 

However, within this great expansion of information, technological products, and 
computational power, there is a negative side that within the current educational land-
scape can interfere with the ability of science and the application of the scientific method 
to advance into the future. Basically, we are in information overload. At a fundamental 
level, the educational programs in science and other fields have changed by virtue of the 
expansion of available information, yielding a very steep learning curve for new and 
aspiring students. Thus, the teaching of fundamental concepts is not done to the degree 
of rigor as it has been in the past; in fact, many rudimentary activities are ignored as stu-
dents rely on computers and calculators for answers. As a result, the basic level of think-
ing, reasoning, and exploration necessary to evaluate information and solve problems 
using the scientific method has been taken away from students. Further, such activities 
have been taken over by the use of computer programs and applications during the 
critical stages of intellectual development. As a result, today’s students move through 
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the academic system relying more and more on computers for all types of analyses and 
evaluations, and less and less on their own abilities to discriminate the importance of 
information and draw conclusions. Even in the laboratory sciences, students are con-
ducting virtual laboratory experiments. Does this approach to learning foster curiosity 
and innovation? The answer is: it is doubtful. It is therefore quite possible that we are 
producing higher-class technicians who rely on technologically advanced machines to 
make conclusions at the same time that our educational system is stifling creativity. One 
must remember that a machine cannot conclude anything beyond the computational 
power afforded it by the developer. On the positive side, when used properly, computer 
systems can solve complex problems that it would take centuries to solve by hand. 

However, many of us lament the fact that the current generation of students do not 
go back and check results or the basic reason for selecting a particular mode of analysis 
or computer program, which can and will lead to erroneous results and probably poor 
decision making. Smoothing tools and different approaches to averaging can yield fuzzy 
results and devalue extreme values, which is a critical error. Further, as we obtain more 
and more accuracy in the values of acquired data, the statistical inferences may be better, 
but may actually have less meaning because in some cases the numbers themselves are 
very low and possibly de minimus in value for drawing meaningful conclusions. 

Value of Information B. 

At the beginning of the second decade of the 21st century, there needs to be a significant 
retooling of the concept of the “value of information” in addressing scientific problems 
and other worldly issues (homeland security and business) and the uncertainties that are 
associated with all information/data. This is imperative because computational tools and 
power continue to advance. Parallel to this issue, statistical methods currently available 
to analyze data have been far outstripped by the volumes and types of data that are as-
sociated with the variables measured by instrumentation. With the constant streaming of 
information at a pace of 24/7, it is almost impossible to keep up, but the basic question 
is, what information/data should be kept and for what purpose? All information is not 
and should not be valued equally, and archived and well-researched historical informa-
tion should be valued at a much higher level because it has stood the test of time. Learn-
ing how to value information requires retooling of our educational system by returning 
to questioning and proof of concept before acceptance: the general public’s version of 
the scientific method. We do not want our children and grandchildren to turn into the 
“Eloi” portrayed in the Orson Wells novel Time Machine. These pathetic creatures were 
depicted as “people living a life of play and toil less abundance. Then it was revealed 
that the Morlocks (a sinister tribe from the underground) were attending to the needs of 
the Eloi’s for the same reason a farmer tends cattle: the Eloi composed most, if not all, 
of the Morlocks’ diet and no longer had any function beyond this purpose.”24

The optimal societal uses of computational tools are those for which both the com-
putational tools and analytical tools and systems are coupled for efficiency and analysis 
of information. These are associated with many disciplines; for example, diagnostic 
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equipment, analytical equipment in chemistry and physics, and applications such as 
fuel-injection systems for cars, process controls for industries, financial systems, and 
communications. However, in the case of large-scale data acquisition systems (e.g., mi-
croarrays in the area of genomics) the measurement or detection tools themselves have 
outstripped the abilities of the investigators to use computer-based computational tools 
to interpret the data, which is technology-driven science. What is amazing is the fact 
that these very large data sets that include millions of red or orange dots were initially 
analyzed by the statistical techniques used by psychology, which has very strict data 
structure rules. Thus, many of the analyses are probably full of large uncertainties but 
the results could be considered a start for future research and analysis. 

A critical challenge is how to develop cost-effective computational tools to analyze 
these data appropriately in the future for hypothesis generation and testing. For example, 
the general tools of informatics have been used for many years in engineering, but the 
current generation of biologists has little or no training to address the complex issue of 
interpretation of genomics data. This lag between biological science and technology 
is escalating by the minute because more and more genomics data are being captured 
and stored each day. The role of mathematics in biology will take on new meaning this 
century. It is time to start planning now, and successes may lead to the seeds of a new 
scientific revolution, at least in biology. 

To achieve this important transformation in activities, the field of biology must be 
transformed to include more mathematically orientated activities and tools for hypoth-
esis testing and generation.25 One level of good news is the evolution of a new field 
called information science; however, this is another subdiscipline that does not neces-
sarily connect directly to other fields in providing the foundation for discerning new 
discoveries. We fear that information science will be used more for hypothesis genera-
tion, which does not point the way to discovering new approaches to scientific inquiry 
beyond a current paradigm. Science is driven by the intellectual question, not the models 
and statistical methods available to analyze large sets of data. However, information 
science should become a part of every science curriculum in the future because it will 
provide the necessary computational tools for active investigators within each scientific 
discipline. For society in general, one goal should be to marry the use of information 
with critical thinking to solve problems. A simple, but not totally realistic example to 
explain this point is the stories developed and portrayed in the TV program “Numb3rs.” 
Although primarily a TV crime drama, it plants a seed within the viewers that there 
can be ways to combine mathematics, information, and critical thinking to improve our 
society through a better understanding of the “value of information.” 

A further challenge for the survival of scientific method is the proliferation of in-
formation on the Internet that has not been and probably will never be subjected to 
review. Until the late 1990s, the main source of scientific information was journals asso-
ciated with one or more particular areas of research and the presentation of preliminary 
and final results at scientific meetings. With social networking, thoughts are streamed 
throughout the world. In spite of the opportunities for recording information and com-
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munication, such systems in can instantaneously spread premature and potentially er-
roneous information, which can spawn partially developed or unproven theories taken to 
be the truth. To the uninformed these can be easily packaged as truth on the Internet, and 
can and will lead to many levels of misinformation and in some cases scientific fraud. 
Add to this the very entertaining “reality” TV programs, and we will have to work hard 
to differentiate showmanship from the truth. We have no real answer to these problems, 
and we doubt that anyone does; however, it appears that scientists must be willing to 
attack the fraudulent claims one at a time to try to ensure the integrity of each field and 
to find review mechanisms that can employ the Internet as a way to recapture the truth. 
In the late 1980s there was the example of “cold fusion.” The apparent discovery was 
published in the peer-reviewed scientific literature.26 The findings were then tested and 
found to be non-reproducible. This apparently was not a deliberate “fraud,” it was just a 
poorly validated experiment. The process of peer review and experimental redundancies 
and replication, however, worked and eventually the idea was sent back to the labora-
tory. The system of checks and balances in science worked well in that case. 

In contrast, the global warming issue has evolved from an area of scientific inquiry 
to an almost “cult-like” issue since it was revealed that there had been a systematic 
effort by a number of scientists in the global climate change community to squash al-
ternate opinions, to promote biased explanations of data, and even to modify raw data. 
The peer-reviewed literature and major reports are replete with projections, anecdotal 
observations, and speculations, not a norm for scientific literature. However, many of 
the reports appear to be devoid of a thorough presentation and review and discussion 
of the uncertainties in data and the models that attempt to the relationship between 
carbon dioxide and temperature—the touted relationship—in the scientific literature.5,27 
The movie “An Inconvenient Truth,” is not a proper way to present science. One would 
be excused in thinking so given its popularity with science teachers (not to mention 
environmental science, philosophy, and religion professors, as well as Academy Awards 
and Nobel Prize committees). Indeed, the scientific community must build a truly in-
dependent and honest process of peer review and interpretation of all climate data and 
results to re-establish trust in the process and to build trust in future conclusions. Both 
what is known and what is unknown should be boldly proclaimed by scientists. When 
describing biomedical and environmental phenomena, there is always uncertainty, so 
scientists must embrace humility and avoid hubris. We must be honest about what we 
do not know. This must occur without regard to any social or political position. Such 
objectivity must be inculcated, as affirmed by Einstein: “Whoever is careless with the 
truth in small matters cannot be trusted with important matters.”28

Expanding access to the Internet coupled with activism, pressure is increasingly 
applied for science to fit to policy rather than policy being driven by sound science. 
Thus, science must reclaim its position of neutrality in discovering the truth. Unlike 
law, science cannot rely on the preponderance of evidence. One experiment can begin a 
paradigm shift; otherwise, we would have science by plebiscite. We would simply vote 
on issues like a congress or appoint a science czar who will tell us what is true and our 
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paradigms would respond in kind. To some extent, this may well already be happening. 
An Associated Press poll asked the opinion of a small group of scientists regarding the 
propriety of selective handling information in the so-called Climategate scandal. The 
majority of respondents perceived no fraud.29 Could this be because each of us has a 
unique definition of “fraud,” or is it that those scientists polled do believe that the ends 
are justified by unscrupulous or at least very sloppy and “convenient” means? Perhaps a 
follow-up question would have been useful, such as, “even if there are no data to support 
the conclusion that the globe is warming, would you still believe the globe is warming?” 
We are in trouble if even a few scientists answer “yes.” Indeed, the seriousness and 
potential ramifications (e.g., ecological, health, economic) of human-induced climate 
change demands a sound scientific underpinning.

Endangered SpeciesC. 

A few years ago, scientists debated whether to stick with existing taxonomic classi-
fications of the black and green sea turtles. For decades, biologists had believed that 
there were two distinct species, the green (Chelonia mydas) and the black (Chelonia 
agassizii) turtle. However, with advances in DNA and other techniques to characterize 
genetic relationships, it was becoming obvious that the turtles were actually so close ge-
netically that they are in fact the same species. Such debates often go beyond academics 
and often raise important policy questions. In this case the question is whether protec-
tion under the Endangered Species Act (ESA) should continue to be extended to the not-
so-abundant black form of the more abundant green sea turtle. The truly scientifically 
derived information based on DNA strongly indicates that the black sea turtle should 
not be considered an evolutionarily distinguishable species from the green sea turtle 
and the only distinction is that of a “geopolitical species,” one made without regard to 
“morphological, genetic and reproductive criteria.”33 The scientific method would seem 
to have ended this debate among scientists, but it did not. The debate raged on, with 
scientists asking some pretty scary questions: Should the black sea turtle be re-classified 
as a color morph of the green sea turtle, possibly jeopardizing its protections under the 
ESA? Should the ESA guidelines for what to protect be modified to extend protection to 
identifiable subpopulations in cases such as this, where there is no geographic or genetic 
evidence that they are evolutionarily distinct from the main population? Where should 
the line be drawn for species and subspecies on the scale of genetic distinctiveness and 
is this open to some debate? Should scientists interested in conserving the black form 
exploit that uncertainty in order to press for continued protection of the black turtles? 

The journal Conservation Biology decided to put these questions before its reader-
ship by publishing a series of articles containing scientific, philosophical, and ethical 
perspectives on how science should be used in relation to the goal of turtle conserva-
tion.33-37 Many scientists agreed that the new genetic information was trustworthy, but 
worried that it would lead to some unintended and negative consequences for turtle 
conservation. Some writers called for a “geopolitical taxonomy,” where the black sea 
turtle would continue to be considered a distinct species even though the genetic in-
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formation made that view difficult to justify. The analogy of war was invoked as a 
justification, with one writer declaring that “it is acceptable to tell lies to deceive the 
enemy.” The debate moderators asked a telling question: “Should legitimate scientific 
results then be withheld, modified, or ‘spun’ to serve conservation goals?” Continuing 
with the war analogy, some scientists likened the deceptive taxonomy to propaganda 
needed to prevent advances by the enemy.38 That is, the disinformation and “spin” would 
be justified by some noble end: protecting the turtle under existing law! This prompts 
some important questions:

Is there a greater good at stake here that supersedes the usual standards of 1. 
sound science?

Is it scientifically legitimate for the proponents of a social goal such as 2. 
turtle conservation to exploit scientific uncertainty in service of that goal? 
To withhold or distort scientific information?

Conservation biology has been described as a “crisis discipline” because 3. 
it is focused on an urgent and practical end, conservation of biodiversity. 
Does this create an inherent conflict for conservation biologists?

Can scientists play both technical and advocacy roles in an ethical way?4. 

How could this sort of controversy be handled?5. 

What general lessons about the responsibilities of scientists in society 6. 
might be derived from this case? 

Some scientists have sympathized with a climatologist and former government ad-
visor who argued that scientists ought to “offer up scary scenarios, make simplified 
dramatic statements, and make little mention of any doubts we may have. Each of us has 
to decide what the right balance is between being effective and being honest.”39

Such a distorted version of “utilitarian science” is destructive, violating the first 
canon of science: honest inquiry and reporting.5 Not every scientist buys this. Such 
debates expose the acceptance by some to justify the use of morally unacceptable means 
to achieve the greater good.40 Misinformation is a weapon, they seem to argue, and 
weapons are morally neutral. Only the application and intent of the weapon determines 
the morality. The problem is that, as Snow would put it, once one ceases to tell only the 
truth, all credibility of one’s research is lost, and such is the case even for a seemingly 
noble cause.37 Shrader-Frechette and McCoy emphasize that credible science requires 
that “...in virtually all cases in professional ethics, the public has the right to know the 
truth when human or environmental welfare is at issue.”34,37

Ends justifying means is common in many venues. For example, politicians recently 
proclaimed that they do not want “waste a good crisis.” That is, a devastating hurricane 
or record high summer temperatures may offer unique opportunities to take public ac-
tions that would not normally be acceptable to the majority. A potential outbreak of swine 
flu may give public health officials a platform from which to support other, unrelated 
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health policies. Such is politics and not science. The scientific community may need to 
wait to report scientifically sound information, even if that means the crisis is “wasted.” 
When scientists begin to sound like politicians, it is time to assess the role of advocacy 
in our conclusions. We should worry that we are losing objectivity and, as a result, our 
credibility. The public often paints with a broad brush, so even meticulous and careful 
science may be difficult to distinguish from “junk science.” 

Perhaps the most troubling part of this debate is that it occurred at all. Once we start 
treating the truth as a commodity, who can blame the public for losing confidence in 
science and its practitioners? Certainly, not C.P. Snow.

BIAS IN THE CONDUCT OF RESEARCHIII. 

An overt problem has evolved over with the past 40 years and places stress on the sci-
entific method. It is what we call, “activism-based hypothesis testing.” This concept 
has significantly infiltrated science and the funding of areas and subareas of scientific 
research. Researchers have accepted federal and other funds to study an area of inquiry 
that has been mandated by a group with vested interest in the outcome. Within our fields, 
these include issues related to the environmental causes of specific diseases, environ-
mental justice, and species loss in the environment. 

First, we must put some boundaries on the above statements because there are many 
legitimate scientific questions and problems that are generated by the issues of the day, 
and are identified by the public, not scientists. Within this group is the important issue 
of environmental justice, which is manifested by a lack of or lax cleanup or poor urban 
planning in areas with populations at high risk for disease.30 However, we do have to 
be wary of the fact that in contrast to the basic premise of the scientific method that we 
prove or disprove hypotheses, activist-based hypothesis testing on one side or another of 
an issue seeks in information primarily to prove a point. The rejection of the hypothesis 
may well be unacceptable to an activist. Consider the controversy about the role of vac-
cines in causing autism. This hypothesis was advanced in a Lancet article published in 
1998.31 It was not until 2010 that the fraud was finally acknowledged and the original 
article was withdrawn.32 How many children needlessly suffered from the debilitating 
effects caused by measles over the past 12 years? In the end, objective peer review 
highlights errors. 

Disagreements about scientific methodologies can be genuine. In the turtle case, 
surely not every scientist disagreeing with the single species designation based his or her 
position on advocacy. They may well have been opposed based on the credibility of the 
science underpinning the arguments. This goes on constantly in scientific research. Sci-
entific skepticism must be encouraged. In fact, the Federal Research Misconduct Policy 
explicitly states that research misconduct “does not include difference of opinion.”37

Conflict of interest, however, is not always direct. It is bemusing when some inves-
tigators who obtain resources from the federal government and other agencies say that 
they have no conflicts of interest or biases, especially when their work is a response to a 
specific request for data or results by a company or government agency. An even more 
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indirect but profound conflict involves the finding of negative results for a hypothesis. 
No matter the quality and importance of such an investigation, additional funding is 
doubtful, as is the likelihood of publication in the scientific literature. As reviewers for 
many major journals we find it remarkable that a well-designed and well-conducted 
negative study in the environmental health sciences is not usually treated with the same 
level of enthusiasm as a positive finding. In addition, sometimes the authors of submit-
ted manuscripts are reluctant to say that the results were truly negative: a pity, but true. 
However, we do commend efforts by those who find negative results in persisting to 
publish those results. It would be nice to have as a lead story someday the following 
“study shows that dimethyl XXX does not cause disease YYY. We believe that sort of 
honesty does resonate with the public. In contrast, we get headlines about a cure or some 
major breakthrough in science when in fact the investigators have solved some small 
problem in the totality of issues associated with a problem.

A corollary conflict is the dearth of interest in replication of investigations to ensure 
that the findings are correct and are being interpreted properly. A recent example had 
to do with the synergistic effects of pesticides.41 An important study by a respected 
research group found that hormonal effects are multiplied when an organism is exposed 
to more than one of these pesticides simultaneously. Such a finding is crucial because if 
true, the allowable levels of exposure should be dramatically less than if the effects were 
additive. However, the publication was withdrawn because subsequent studies could not 
replicate the results. The good news is that not only the original investigators, but others 
attempted to replicate the results. A commentary in Environmental Health Perspectives 
put it this way: “While these actions have been very painful for all involved, they are 
an essential part of the process that makes science a unique human enterprise. In sci-
ence, the fallibility of human involvement is minimized over time by observing and 
re-observing, testing and retesting. Data that do not support the consensual reality of 
science are replaced or quickly forgotten.”42

While this is the intent of credible science, there is really little incentive to replicate 
others’ work. It is likely that relatively little “re-observing, testing and retesting” is tak-
ing place, especially when such revisiting involves so-called “settled science.” Thus, the 
scientific community is likely to be slow to respond to erroneous data, and this is exac-
erbated with the fact that consensual reality is influenced by factors other than science.

Boyle’s three requirements of science, experimentation, publication, and peer re-
view, have been amazingly durable through the centuries. All three are essential and 
interdependent. Without a posteriori evidence to support it, a hypothesis is mere conjec-
ture. Without peer review, publications can say just about anything. Without publication, 
there is no way for the scientific community to evaluate the soundness and integrity of 
findings. Thus, when journals do not encourage replication of results, they invite prob-
lems in all three requirements. 

Scientists must also be particularly careful about subscribing to a particular ideology. 
The current raging debate regarding the measures of safety of products is instructive. On 
its face, this appears to be a straightforward decision: simply choose the approach that 
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will lead to the safest outcome. Historically, the United States has subscribed principally 
to the view that one needs evidence of risks and from this evidence makes a decision. 
Others (e.g., many European regulators) would like to approach safety from a precau-
tionary view. That is, if the potential consequences of this decision are irreversible, 
long-lived, or otherwise dire, then the decision should be to avoid that product. Who 
wouldn’t choose the latter approach? 

Actually, many do oppose such a precaution for at least two very basic reasons. 
First, a purely precautionary mentality is anti-science at the extreme. The cynic might 
say that it encourages us to be blissful in our ignorance. If the same metrics were applied 
to most scientific programs, such as the Space Race, fundamentals of matter, and yes, 
even finding cures for cancer and AIDS, major parts of these programs would not have 
even been started let alone completed. The preceding statements points to the second 
major problem with the precautionary principle when taken to the extreme: it does not 
allow evidence of benefits and risks to be evaluated together. We could be prevent-
ing a problem but losing an even more important opportunity. For example, the risk of 
emerging fields such as nanotechnology certainly come with risks, but are very likely to 
produce untold benefits (e.g., drug-delivery systems that may allow for the treatment of 
heretofore untreatable cancers). 

Blind precaution does not respect that everything in science is part of a system. 
Every component of that system affects and is affected by every other component of the 
system. It takes the reductionist view to every challenge and to every problem. As an 
example, first-year undergraduates at Duke University recently were asked to consider a 
very basic reaction in which an organic compound is oxidized in the presence of water 
and heat. In fact, this reaction applies to most thermal processes (i.e., gasification, py-
rolysis, hydrolysis, and combustion):

C20H32O10 + x1O2 + x2H2O 

y1C + y2CO2 + y3CO + y4H2 + y5CH4 + y6H2O + y7CnHm

Note that the reaction has both complete combustion products (carbon dioxide and 
water) and incomplete combustion products (carbon monoxide, elemental carbon, hy-
drogen, methane, and various organic compounds). Guess which compounds the class 
worried about almost unanimously? No, it was not the very toxic carbon monoxide 
and the many organics that include carcinogens and other hazardous compounds. They 
were the most worried about the carbon dioxide and methane. Thus, to extend this to 
its ridiculous conclusion (reduction ad absurdum), the precautionary approach would 
be to avoid anything that emits either of these compounds (which is basically every 
living thing on earth). The point is not to argue whether these two compounds are radi-
ant gases: of course they are. The problem with an exclusively reductionist view is that 
picks and chooses the things that are important without regard to their relationships to 
all of the other things in that system

Open and honest debate is the lifeblood of science. Nearly everything should be up 
for debate by scientists. The subject matter of a debate varies widely among disciplines, 
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but any scientist must be entitled to ask questions and, yes, even to debate areas even 
outside of his or her primary area of expertise. In fact, some of the best scientific ques-
tions are those brought from another field, such as microbiologists who brought new 
views on wastewater treatment to civil engineering, chemists who helped biologists map 
DNA, and physicists who saw new ways to approach medicines.

The bottom line is the continuing need to couple science and truth, and the truth 
depends on openly sharing facts—even inconvenient ones. From these facts, hypotheses 
can be tested. If the facts and findings support the hypothesis, we still need to know how 
certain we are about what the test is telling us. We may find that our hypothesis was 
limited because the facts upon which it was based were conveniently supportive of a 
preconceived notion. That is not science!

ISSUES THAT AFFECT THE USE OF THE SCIENTIFIC METHODIV. 

Society relies on the Internet for almost all of its information. It is inevitable that with the 
availability of the Internet to students, good and bad habits and outcomes are possible. 
Users have access to volumes of information that we never had in our youth, which is of 
great value in finding information on many topics. The problem is that the information 
is not necessarily vetted prior to use, which requires an assessment by the potential user 
after each click to a Web site. The other problem is that even correct information may 
be aggregated in ways that detract from knowledge. Data simply exist. Facts simply ex-
ist. At a workshop of the National Academy of Engineering, scientists were warned that 
they are entitled to opinions but not to the facts.37 Researchers certainly must debate the 
data’s meanings and give appropriate attention to their various interpretations, but we 
must not redefine facts simply to fit our paradigms. We may not like what the facts are 
telling us, but we must be objective if we are to follow the scientific method. 

Data and facts do not become information until they are manipulated by users and 
the scientific basis of the data is repeated by others to achieve coherence.4 Further, such 
information does not become knowledge without being integrated meaningfully by 
those who understand their context. Unfortunately, anyone can “Google” a key word 
and gather mounds of data, even those who have no idea what such data mean. There is 
an excellent commercial that has been running in which people are asked a simple ques-
tion, but answer in highly technical yet irrelevant ways (e.g., in response to a question 
of what’s for dinner, they may respond that the Irish hen eats only green potato caterpil-
lars during an Aurora Borealis in odd number leap centuries). Rather than information 
overload, this is information nonsense. Even worse, data and facts can be manipulated 
to become misinformation and fraud.

Obviously, the lack of assessment can lead to the use of misinformation and fraudu-
lent or doctored information in an analysis or examination of an issue or use of in-
formation. Again, our educational system has not caught up with how to handle the 
volumes of information and how to effectively discriminate real versus false concepts 
and theories. Information has always been available, but never to the degree that it is 
currently accessible to young minds. In the past, P.J.L. made it mandatory that students 
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not use the Internet for information gathering. D.A.V. has always allowed it, but never 
counts anything being with “http” or “www” as a scholarly citation. However, we both 
understand that today it is no longer a cause worth fighting because reputable scientific 
journals now publish online. However, the need for accurate references and the need to 
discriminate between open access journals with and without peer review is essential if 
science is to grow and yield new discoveries. Students can spend their life surfing but 
not end up with the perfect wave. 

Far too many students and others are being seduced into thinking that if it is not on 
the Internet it is not worth reading. This leads to a big problem for science: the notion 
that science began in the 1990s needs to be addressed in attempting to educate the next 
generation. Because students will use the Internet extensively, to prevent reduced ac-
cessibility to scientific information, journals must seriously consider scanning historical 
volumes to online portals, as is being done with more and more books. This will reduce 
the probability that individuals will try to re-invent well-known successes and failures in 
science and engineering. Clearly, we need to make sure the documented history of indi-
vidual scientific disciplines is not lost. The body of work should also be placed into the 
context of the major achievements (value of information) and principles that established 
the science, the practice of each science over time, and the uncertainties and questions 
that remain today. With such a foundation, students will have a better appreciation of 
the past and a firm foundation so that new discoveries will have a better opportunity to 
evolve. Part of the goal, however, should not be a have a taxonomy particular to one 
scientific field, but to provide a basis for re-establishing the need for critical thinking 
and fostering creative analysis. In the end this is a necessary theorem for productive 
communication, debate, discovery, and progress.

With the continuing addition of new information and academic courses within many 
disciplines, there has been increasing degradation of personal or individual inquiry. Uni-
versities and other levels of education are forgoing the basics and making up courses for 
non-science majors designed to pick a multidisciplinary topic and present snippets from a 
variety of disciplines to explain specific points and major concepts. It is very disconcerting 
that individuals are being steered in this direction. Again, the basics are being lost, as is the 
ability for the student to discriminate the truth, especially when only one side of the issue 
is taught or the alternate explanation is not given serious consideration.

A corollary to this problem is found in the first phase of any good scientific en-
deavor: the literature review. Perhaps to please granting agencies or simply to show the 
currency of a research project, most cited works have been conducted in the past decade. 
A colleague recently indicated that very few researchers look for relevant research that 
took place over 20 years ago. This invites “re-inventing the wheel” and wasted resources 
going after previously discovered information. Further, to paraphrase George Santayana, 
by our ignoring scientific lessons of the past, we are likely to repeat our mistakes.

As we have seen with the issue of global climate change, there are biases on both sides 
of a scientific issue. However, the recent revelations from Climategate suggest that society 
in general must seriously reassess its views on scientific claims that appear to be driven 
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by political or other agendas. As stated earlier, this type of struggle has existed in the past, 
but the speed at which society and science are transferring all types of information and 
personal opinions make the future of allowing good science to prevail difficult to achieve 
and sustain without thoroughly evaluating all sides of the science freely. A major mistake 
can lead to unnecessary and even counterproductive expenditures of resources.

Climategate has also reminded us about the scientist’s “value added.” Much of what 
we provide is interpretation. Most often, data are incomplete, so we must either interpo-
late between data points or extrapolate from data points to interpret meaning. Interpola-
tions and extrapolations may be mathematical, scientific, or subjective. Mathematically, 
the extrapolation can be made from the region (or range) of observation to the region of 
extrapolation. For example, there may be points observed from epidemiological studies. 
The extrapolation is often used as weight of evidence, such as whether a chemical agent 
causes cancer. A much greater tumor effect from chemical X versus chemical Z could 
result from errors in study design, measurement, or other experimental flaws, or it could 
be that the study differs from the others (e.g., different means of dosing the animals such 
as oral versus dermal, different organs tested, or the presence of a “promoter” in the 
diet or elsewhere). Either way, scientific extrapolation will have to determine why these 
studies differ. These points are interpolated to generate a curve in the region of observa-
tion, but there are no actual results from experiments available below these dosages. A 
number of statistical methods can be used to extend the curve to the origin. This is all 
part of the uncertainties scientists must address. However, sometimes scientists believe 
so strongly that the data “must” support a hypothesis that they focus on a pre-ordained 
answer! This is not only unscientific, it is violates the tenets of what Sigma Xi has called 
“Honor in Science.”43

Certainly, some data have to be discarded. Scientists must be able to distinguish 
when data may and should be ignored, when are outliers important, and what they may 
tell us that other data do not. We often remind our students, however, that the outliers 
are where Nobel Prizes are won in science or, at a minimum, solutions are found to 
problems. The problem is when advocacy trumps scientific integrity and the appropriate 
use of scientific findings, especially the temptations and pitfall of “trimming, cooking, 
and forging” data to support a certain hypothesis.44 Any data that are not used must be 
clearly noted, along with the rationale (e.g., a statistical modeling technique) for their 
omission or selective use. In other words, Boyle’s requirement for peer review (“wit-
ness”) depends on complete transparency.

Mathematics has been called the language of science and it provides a means for 
communication among the disciplines. As a primary example, biologists must be able to 
understand and use mathematics in their testing and proving of hypotheses, or at least 
have enough mathematical training to guide the analysis of large data sets by those 
trained in informatics. The amount and complexity of biomedical, environmental, and 
other data obviates the possibility of simple explanations and statistical analyses for 
discovery in the life sciences.
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CONCLUSIONSV. 

The scientific method remains the benchmark for the conduct of credible research. To-
day, research is being affected by the interests and the activism of government agencies, 
public entities, and others. Therefore, in the United States at least, research priorities can 
be altered substantially every two to eight years, which does not bode well for true inno-
vation and discovery. This problem will not easily or quickly change, but the continuity 
of scientific discovery requires research that adheres to the scientific method. 

Students need to be educated at all levels on both the basic principles of science 
and how to properly employ new tools and computational systems to explore data. The 
means of achieving this can begin with a meaningful national dialogue on the role and 
use of science in our world. 

Scientists must be vigilant to ensure adherence to the scientific method because 
objectivity is essential for true innovation, as has been demonstrated since the 17th 
century. As was the case then, researchers must be prepared to be criticized for being 
“overly” careful about their observations, data quality, approaches to test hypotheses, 
and ways to ensure that research is reproducible.
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ABSTRACT: Although observational human exposure studies do not deliberately expose 
participants to chemicals or environmental conditions, merely involving people as research 
participants and conducting research inside homes raises ethical issues. Community 
engagement offers a promising strategy for managing these ethical concerns by ensuring 
that the community has a voice in the research process. Community engagement ensures that 
the research aims, study design, and dissemination activities are relevant to the concerns of 
the community. One approach is to include qualified community members on the research 
staff as consultants for protocol development and contributors to the data collection and 
interpretation processes. A second approach is to seek community consultation, creating 
dialogue to incorporate the experiential knowledge of the residents. Community advisory 
boards can serve as a liaison between participants and researchers. Lastly, use of community-
based participatory research methodologies actively involves the community in each step 
of the research process, but requires greater willingness to share decision making. Several 
issues will affect the collaboration: identification of the community, development of trust, 
awareness of cultural differences, power and infrastructure differentials, and stakeholder 
interaction. Researchers must remember that ethical action during all phases of research is 
necessary for maintaining productive relationships with communities.

KEY WORDS: human exposure; observational studies; community engagement; participatory research; 
community consultation; research ethics 

INTRODUCTIONI. 

Observational human exposure studies are conducted to understand the extent to 
which people come into contact with chemicals and other environmental stressors 
in their everyday lives. These studies involve the collection of environmental and 
biological samples and questionnaire information from study participants as they go 
about their normal activities. Although they do not deliberately expose participants 
to chemicals or environmental conditions, these studies do involve people as re-
search participants, which raises ethical issues.1 Including children as participants, 
in particular, raises a range of potential ethical concerns including those related 
to informed consent, financial incentives, parents’ perception of risk, and the du-
ties of researchers to child subjects and their parents.2-4 One promising strategy for 
addressing and managing many of these ethical concerns is increased community 
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engagement through community consultation and participation in the design and 
implementation of the studies.4,5 

Community engagement promotes active community involvement in the processes 
that shape research strategies and the conduct of research studies. Involvement of com-
munity partners ensures that the study design, methods, and dissemination activities 
meet the diverse needs of the participants and that the research aims are relevant to the 
concerns of the community. Furthermore, the community’s knowledge of the locality, 
culture, and history can lead to improved research strategies that are sensitive to commu-
nity values and perceptions. Community engagement takes on even greater importance 
in observational exposure studies in which researchers typically request that participants 
provide biomarker samples (e.g., urine, blood, etc.), detailed activity logs, and access 
to homes for screening and monitoring of chemical constituents. Observational expo-
sure research places a great burden on participants to provide data to support the study 
objectives, so the active participation of community groups and leaders is crucial to 
successful participant recruitment and retention efforts and appropriate dissemination of 
the results that will promote healthy behavior changes.

The document Ethical Considerations for Research on Housing-Related Health 
Hazards Involving Children3 points out that researchers working in the homes and 
communities of the participants face issues different from those working in a clinical 
setting. It emphasizes that bidirectional communication between researchers and the 
community is critical to the scientific and ethical foundation of a research study in such 
a setting. The article presented here examines opportunities for community engagement 
in observational research. It details how the involvement of the community can improve 
the research effort scientifically and ensure that the effort is conducted under the high-
est ethical standards. Approaches to engaging communities in research are reviewed, 
important aspects of the community-researcher relationship are identified, and strategies 
for maintaining the relationship are discussed.

DEFINING “COMMUNITY”II. 

“Community” refers to a group of people united by a shared attribute, and the attributes 
can be wide-ranging, such as geography, culture, social characteristics, values, interests, 
traditions, or experiences. For observational field studies, the preferred definition of 
community is the population from which study participants are selected. This definition 
excludes individuals from government agencies, industry, and others who do not neces-
sarily represent the interests of the participants.6 Central to the definition of a community 
is a sense of inclusion and exclusion from membership. A person may be a member of 
a community by choice, as with voluntary associations, or by virtue of their innate per-
sonal characteristics, such as age, gender, race, or ethnicity.3 As a result, individuals may 
belong to multiple communities at any one time. Understanding and describing a com-
munity involves exploring factors related to people (including socioeconomics and de-
mographics, health status, and cultural and ethnic characteristics), location (geographic 
boundaries), commonalities (including shared values, interests, and motivating forces), 
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and power relationships (including formal and informal lines of authority and influence, 
stakeholder relationships, and resource flows).5 When initiating community engagement 
efforts, one should be aware of these complex associations in deciding which individu-
als to work with in the targeted community.

It is important to distinguish between stakeholders and the community, but both 
should be engaged at some point in the course of a study. Stakeholders are groups or 
organizations that may affect, be affected by, or perceive themselves to be affected by 
a decision or activity. Stakeholders may have a direct or indirect interest in the “mat-
ter” of interest. They may include individuals; environmental, social, or community 
nongovernment organizations (NGOs); government entities; businesses; and industry. A 
critical difference between the community and stakeholders is that stakeholders cannot 
represent or speak for the community. Although relationships with stakeholders can be 
confrontational, stakeholders often provide useful information and expertise. When the 
stakeholder and community member roles overlap in particular individuals, it is impor-
tant to distinguish the role in which the individual is acting.6

Quandt et al. discuss a research project, “Preventing Agricultural Chemical Expo-
sure in North Carolina Farmworkers,” in which the process of defining a community was 
complicated by language, ethnic and racial stereotypes, and lack of organization.7 Many 
of the affected farmworkers originated outside the United States from several different 
Spanish-speaking countries and possessed contradicting viewpoints on research and the 
utility of community organization. Moreover, the community organization tailored for 
this farmworker demographic did not include enough members to adequately populate 
the study. The researchers utilized multiple approaches, including community forums, 
community advisory councils, and public presentations, to identify a diverse yet viable 
community within the broader farmworker population. Through this process of using 
multiple participatory strategies to define the community, a sense of community was 
nurtured among the farmworkers collectively.8

APPROACHES TO COMMUNITY INVOLVEMENTIII. 

True community engagement, as used in community-based participatory research 
(CBPR), requires the active involvement of community partners in each step of the 
research process. This includes decisions about study design, study methods, dissemina-
tion of findings, and resulting actions. Even when observational exposure studies are 
not CBPR studies, there is an increasing demand by communities for a greater role in 
the scientific research and decision-making processes that impact their lives.9 Research-
ers are under increasing pressure to abandon the traditional “decide-announce-defend” 
paradigm in favor of more extensively utilizing community knowledge in both defining 
and addressing important research issues. Rather than restricting community engage-
ment to the implementation phase strictly for recruitment purposes, the goal should be to 
incorporate community knowledge into the entire research process as early as during the 
initial framing of the issue. Regardless of the extent to which the community is involved, 
researchers should adhere to the nine basic governing principles outlined by the Centers 



Ethics in Biology, Engineering & Medicine - An International Journal

322 Egeghy, Hammond, & Fortmann

for Disease Control and Prevention (CDC) for engaging communities in health-related 
research (Table 1).5 

Table 1 Community Engagement Principles for Researchers

Requirement Explanation
Clarity Clear communication of the study objectives, research goals, and the 

populations or communities of interest
Knowledge of 
the Community

Familiarity with the economic conditions, political structures, demographics, 
history, past research experiences, and research perceptions of the 
community

Visibility Travel to the community, interact with formal and informal leadership, and 
establish relationships to build trust

Acceptance Acknowledge, without judging, the assets and deficits of the community
Partnership Balanced discussion and shared decision making among participants 

concerning risks, responsibilities, expectations, benefits, and investment
Respect Value the diversity of culture, history, beliefs, and opinions within the 

community for improved understanding
Asset Utilization Identify and mobilize community assets to improve scientific credibility of 

the interpretation and dissemination of results
Flexibility Anticipate changes within the community in regard to perceived benefits of 

research and stakeholder interest and additional time and resource needs
Commitment Prepare to engage the community beyond the constraints of the research 

projects, before and after, to promote longevity of the relationship for future 
research

From the Centers for Disease Control and Prevention.5

A simple form of community involvement is to include qualified members of the 
community on the research staff. Paid research staff members from the community can 
serve as valuable consultants for protocol development and research design, including 
how to collect the data, how to recruit and retain participants, and how to interpret and 
disseminate the results. However, including paid research staff from the community 
may introduce a conflict of interest among community members: community represen-
tatives may feel a greater allegiance to the researchers providing the payment and be 
less inclined to uphold the interests of the community. In addition, the community may 
come to view the paid research staff from the community as “outsiders.” To help to al-
leviate these potential issues, researchers should ensure an equitable distribution of paid 
research work among different groups within the larger community so as not to promote 
a perceived bias among community members. Additionally, when possible, researchers 
should make efforts to provide payments to community members employed as research 
staff through community partner organizations to prevent conflict-of-interest issues. 

Two recent Environmental Protection Agency (EPA)-involved studies, the Detroit 
Exposure and Aerosol Research Study (DEARS) and the Environmental Risk and Im-
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pact in Communities of Color (ERICC) study, included community members as paid 
members of the research team.11,12 In the DEARS study, the community researchers were 
instrumental in recruiting study participants from the seven study neighborhoods in De-
troit, Michigan. The success of DEARS was dependent on researchers developing strong 
relations with community leaders and state and local organizations. The ERICC study 
employed a community liaison who had lived in the community for several decades, was 
well known to local residents in minority and non-minority groups, and worked at one 
of the industries included in the study. The liaison not only facilitated communication 
among the residents, representatives of local industries, and the scientists conducting the 
study, but also assisted with organizing the study and sample collection and contributed 
to the successful completion of the study.14

A second approach to community involvement is to seek community consultation 
and review. Researchers may periodically meet with community residents in a process 
of “engagement, dialogue, and feedback” to discuss research plans, research progress, 
and results.15 The objective is to seek a dialogue with community residents to promote 
co-learning and asset sharing between the researchers and the community. Open, hon-
est, jargon-free communication is imperative to the success of this approach. Effective 
communication ensures that the community has a voice in the research process. Having 
a voice increases trust and engagement in the research, which in turn makes the research 
more applicable to the community’s needs. Authentic community consultation embraces 
the “experiential knowledge of the average citizen.”16 When developing research bud-
gets and timescales, researchers who plan to incorporate community consultation and 
review in the research process should take into account the additional expenses and time 
necessary for community marketing efforts and travel.

Corburn describes successful community participation in an EPA exposure assess-
ment in Brooklyn, New York.10 He explains how a shift of focus from risk assessment to 
exposure assessment may provide an opportunity for community engagement to improve 
the technical assessment. Listed among the specific factors integral to the assessment’s 
success was the incorporation of local, non-expert information during the consultation and 
review process, which was used to modify the conventional risk-assessment process. An-
other factor was the inclusion of community-based organizations on the scientific research 
team as contributors to the data collection, modeling, and interpretation processes, where 
they provided data and expertise not available through traditional research frameworks.10

Community advisory boards (CABs) also have been used as an approach for getting 
the community involved in research efforts.17 A CAB could be formed to serve as a liai-
son between participants and researchers. In particular, CABs can advise the researchers 
about community concerns and assist in the development of materials to explain the 
study to potential participants. CABs should be sufficiently large to ensure a diversity of 
community views, perspectives, and attitudes. Representatives from the board may be 
selected for participation on the research team and could function as an oversight com-
mittee in case of any participant grievances. According to Quinn, the success of CABs 
“lies in the ability of the researchers and CABs to form a true partnership, enabling their 
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different voices to be heard equally.”17 Unless the researchers are truly open to working 
with the CAB, however, the CAB may be perceived as “window dressing” and harm 
relationships with the community. 

O’Fallon and Dearry describe how the Tribal Efforts Against Lead (TEAL) partner-
ship collaborated with the EPA to clean up and minimize exposure to toxins from a 
Superfund site in Ottowa County, Oklahoma.8 The TEAL project utilized the services 
of a CAB that included representatives from several local tribes to ensure that the re-
search would be responsive to the needs and concerns of the tribal residents. The CAB 
facilitated researcher interactions with target communities “by helping the investigators 
interpret data and distribute information to the communities” and “developing and con-
ducting the training” of the community members on risk reduction strategies. The value 
of the research to TEAL target communities would have been diminished had a CAB 
not been formed to assist researchers with specific best practices when engaging tribal 
members and the appropriate tribal leadership structures.

Another potential approach to involving the community is to use a CBPR approach 
wherein the community is actively involved in each step of the research process, in-
cluding sharing of decision-making power and resources. This affects decisions about 
study design and methods, dissemination of findings, and resulting actions. Information 
about CBPR approaches can be found online at: http://www.ahrq.gov/clinic/epcsums/
cbprsum.htm. Israel et al. reviewed the results of CBPR efforts at six children’s centers 
co-funded by the EPA and the National Institute of Environmental Health Sciences18 and 
found that considerable commitment of resources and time is needed for the approach 
to be successful, and that translation of research findings into interventions and policies 
is of utmost importance. Community partners played little role in defining the research 
topics and data analysis, but were vital to disseminating the findings to the community. 
Keeler et al. describe using CBPR methods to evaluate personal and community-level 
exposures to particulate matter among asthmatic children in Detroit.19 The research 
partnership, Community Action Against Asthma (CAAA), consisted of representatives 
from local health organizations, community environmental advocacy groups, state and 
local governmental agencies, and academia. The CAAA partnership credits community 
involvement as active research partners in the research process with the success of the 
project to acquire “more relevant exposure data for the study of children in urban neigh-
borhoods” and to provide “immediate knowledge and understanding of the outcomes 
and results of the combined environmental health analysis to the communities.”19 

There are, however, several limitations to utilizing CBPR methods that researchers 
should consider before developing a CBPR project. The CBPR process is time-consum-
ing, because it takes time to develop partnerships, establish and agree on research aims 
and objectives, disseminate results to the community using appropriate methods, and 
review manuscripts and presentations. For this reason, this approach is not conducive 
to situations in which rapid decisions are necessary given a tight timeline. Weighing the 
research need versus the community’s desire for researcher intervention is the greatest 
source of tension in conducting CBPR studies.20
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One additional opportunity for community input may involve participation on an in-
stitutional review board (IRB). IRBs are required by the Common Rule to have members 
who are sensitive to “community attitudes” [40 CFR 26.107(a)] and researchers have 
no influence on how they meet this obligation. A number of recent articles about IRBs, 
however, have identified a need for more regulatory reform.21 Ideally, the IRB should 
take into account the views of the community. Quinn recommends a greater role for 
CABs.17 She argues that there are “ethical issues related to research with communities 
that are distinctly different from the ethical issues related to research with individuals.” 
Gilbert goes even further. He suggests supplementing or even replacing traditional IRBs 
with environmental health and community review boards (EHCRBs).22 He argues that 
traditional IRBs are inadequate for the review of community-based research because they 
were developed to address issues related to individuals involved in research projects, not 
communities. He proposes EHCRBs that combine the fundamental and ethical concept 
of traditional IRBs with an expanded ethical construct of dignity, veracity, sustainability, 
and justice, with added emphasis on community. He envisions that an EHCRB would 
function as an IRB with the requirements and responsibilities that review the protection 
of human subjects, plus the additional role of reviewing community issues associated 
with the research project. Gilbert’s recommendation for EHCRBs is consistent with 
National Research Council (NRC) recommendations that “institutional review boards 
that review housing health hazards research involving children should ensure that those 
boards have the necessary expertise to conduct a complete and adequate review, includ-
ing expertise on research involving children and community perspectives.”3

Involving community representatives in the IRB process is challenging. One chal-
lenge is providing sufficient training to community members about the IRB process 
and IRB governing regulations. This can be significant if members sit on an IRB for 
a limited time to review specific community-based studies. In some cases, IRBs may 
invite community members to participate in the IRB process as non-voting members 
to solicit the community perspective. This approach, which would be completely at 
the discretion of the IRB, might reduce the burden on the community representative by 
reducing training requirements.

IDENTIFYING WHO REPRESENTS THE COMMUNITYIV. 

To sufficiently represent the community, an individual should have not only the right to 
speak for the community’s interests (a right afforded by legitimate membership in the 
group) but also the ability to describe those interests. Identifying those who represent the 
community is not simply a matter of identifying the most vocal activists because those 
individuals do not necessarily represent the interests of the entire community. In fact, 
several individuals may be necessary to adequately represent the diversity of viewpoints 
within a community, and in such cases a CAB may be appropriate.6 One of the research-
er’s first steps should be asking the potential participants from the community who they 
see as a legitimate representative, someone who can speak for them. Corburn cites an 
example of an area in Brooklyn, New York that contained individuals with widely dif-
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ferent backgrounds.9 It was impossible to identify appropriate spokespeople, or even to 
define the nature of the community, without talking with community members.9

The NRC addresses the issue of who should represent the community. Some com-
munities may have a formal governmental structure and a recognized political authority 
(e.g., Native-American tribes).3 Other communities may have clearly identifiable leaders 
(e.g., religious communities), whereas still other communities have no formal leadership 
structure at all. Whether there is a legitimate political authority or some other hierarchal 
leadership structure, the goal is to seek community input about who best represents the 
interests of the community with regard to the proposed research project, rather than se-
lecting those who are favorable to the research project. The NRC report cautions against 
the ethically questionable practice of seeking out population spokespeople and research 
participants whose positive response to a research plan can be predicted in advance and 
refers the reader to an article on this topic by Juengst.3,23 

With multiple sources of leadership and authority in many communities, careful 
consideration should be given to what aspect of the community a particular person will 
represent, and what efforts may be needed to ensure that the entire range of views in a 
community are obtained. Researchers should consider reaching out to multiple organi-
zations such as churches, social service agencies, community-based organizations, and 
tenant and other community advocacy groups.

BUILDING RELATIONSHIPS AND TRUSTV. 

A key first step in developing trust is to establish a relationship with the community 
before the study. A long history of research with no direct benefits and no feedback of 
results to the community, however, can contribute to a general mistrust of researchers by 
community members.24 Moreover, the recurring abuse of trust in communities is a reality 
that researchers should be aware of when attempting to build a long-term relationship.25 
Past ethical failures have created distrust among some communities and have produced 
great challenges for current community organizers. Although it may seem self-evident, 
researchers need to remember that ethical action, during all phases of the research, is 
necessary for developing and maintaining the trust of communities.5,26

Developing trust is a difficult and time-consuming process. Israel et al. suggest a 
number of ways that community and research partners can gain each other’s trust.20 
First, partners can show respect by seriously considering the ideas and opinions of oth-
ers. Second, trustworthiness can be demonstrated by following through with those things 
that each partner commits to. Third, partners have to respect confidentiality. Fourth, they 
recommend attending to each other’s interests and needs by participating in activities 
beyond the specific work of the partnership. A history of prior positive working relation-
ships is also beneficial.24

Trust cannot be separated from respect. Potential participants need to see researchers 
fostering respect for community members and leaders to gain trust. For example, meeting 
with key community leaders and groups in their surroundings helps to build trust for a true 
partnership. Such meetings provide organizers of engagement activities with more infor-
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mation about the community, its concerns, and factors that will facilitate and constrain 
participation. Once a successful rapport is established, the meetings and exchanges with 
community members can become an ongoing and substantive partnership.6

One mechanism for helping to build trust may be to develop a contractual agreement 
with the community. A community contract outlines the roles and expectations of both 
the researcher and the community. Living up to these agreements builds trust with all 
partners, and the establishment of the agreement helps to reduce misunderstandings. 
Contracts or memoranda of understanding that outline the roles and expectations of the 
researcher and the community are discussed in both Israel et al. and Minkler and Waller-
stein.20,25 An example outlining expectations in a partnership with tribal communities is 
presented in Appendix E of Minkler and Wallerstein,25 and an example discussing access 
to data and authorship issues is presented in Appendix I of Israel et al.20 An example of 
a memorandum of understanding between the University of Michigan School of Public 
Health, Detroiter’s Working for Environmental Justice, the Detroit Hispanic Develop-
ment Corporation, and the Warren Conner Development Coalition for a study investigat-
ing asthma is available from: http://depts.washington.edu/ccph/pdf_files/MOU10.pdf.

Work within communities involves a considerable investment of time by research-
ers and residents. It should be an ongoing, interactive exchange of information and ideas 
between researchers and community members in which voices are both heard and hon-
ored. Trust is fostered when all interested parties feel that they have influence and that 
their input contributes to the community effort. The collaborations should be inclusive 
of the entire community, including those members with incompatible interests and per-
ceptions. If participation, influence, and benefits are limited only to some of the partners, 
then distrust is likely and potential benefits of community involvement may be lost. 
Being inclusive can create some organizing challenges, but the benefit of effective com-
munity involvement “has the potential to lead to greater understanding of community 
perspectives of the risk and benefits of research, improve informed consent, increase 
study enrollment, enhance data validity and quality, and build trust for research.”3

IMPORTANCE OF LANGUAGE AND CULTUREVI. 

Even when all partners and community members are speaking the same language, some 
terms are not necessarily understood by all. Communications with participants should be 
reviewed by all partners to ensure that the language used will be appropriate for all partici-
pants. At times, one method to communicate research findings will not fit all community 
members and partners. Even among the partners, understanding each other’s meanings is 
essential so that all partners can move forward with a common understanding.20 

Furthermore, Minkler and Wallerstein note that “research must be produced, in-
terpreted, and disseminated to community members in clear, useful, and respectful 
language.”25 Researchers, and especially researchers in a government agency, may 
have their own distinct lexicon. Researchers should be careful to avoid acronyms, 
jargon, or technical terms that may obscure the meaning or intimidate participants 
who are not familiar with the terms. Communicating in “plain language” will help to 
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build a strong relationship with the community and the participants and also help to 
enhance trust.27 

Culturally sensitive communication is necessary to developing effective research 
partnerships with communities. To develop effective communications, researchers must 
understand key aspects of the cultures influencing the intended audience and then build 
that understanding into the communication strategy.28 The symbols, metaphors, visuals 
(including clothing, jewelry, and hairstyles), types of actors, language, and music used 
in communication materials all convey culture. Discussions with community members 
can assist researchers in identifying messages and images that resonate across groups or 
suggesting situations in which different messages or images are likely to work best. 

Building and maintaining appropriate community and stakeholder relationships re-
quires acknowledgment of the diversity within communities with regard to many factors, 
including, but not limited to, race/ethnicity, religious beliefs, heritage, and lifestyles. 
Different groups in the study area may have different cultural norms and practices. The 
researchers should take these issues into consideration as they work in the community. 
Community partners can help researchers design the study to be attentive to the in-
creasing heterogeneity of community groups and to the different boundaries of privacy 
(crucial when designing sampling strategies) of different groups.20,25 

Vega provides a thorough discussion of the theoretical and pragmatic implications 
of cultural diversity for community research.29 He explains that researcher methods for 
interacting with communities should promote understanding and demonstrate sensitiv-
ity and competence in working with diverse cultures (e.g., with respect to class, gender, 
ethnicity, race, age, and sexual orientation). To aid in this process, researchers should 
include sufficient time in their project timeline to interact and dialogue with the com-
munity before the study begins to understand the cultural issues that may affect the 
research. Researchers and the results of their work are expected to promote a strengthen-
ing of the community; however, it should be recognized that, given the heterogeneity 
and the diverse views within a community, the study findings potentially may conflict 
with the desires of the community or may promote feelings of anger or distrust among 
members of the community. Enlisting the services of a third-party evaluator/mediator 
may be useful for sustaining positive relations between all research participants and the 
community at large.

The Research Triangle Park Particulate Matter Panel Study, an EPA investigation 
of particulate matter and related pollutants involving African-Americans in North Caro-
lina, demonstrated an effective strategy for using communication to address cultural 
differences between the community and research personnel.13 Before beginning the 
research, the study design included time and finances for building collaborations with 
organizations having close ties with the African-American community to establish trust 
between the community and research team. Using input from the community partner 
organizations, the researchers developed a systematic communication plan to establish 
rapport with the community and to guide interaction between study participants and the 
key study personnel. A well-designed and culturally sensitive communication plan was 
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integral to the success of the study. Eighty percent of the original participants completed 
the four-season study.13

BUILDING A LASTING INFRASTRUCTUREVII. 

Infrastructure is anything that builds the capacity of the community by providing mem-
bers with skills and resources.6 When involving the community in the planning process, in-
vestigators need to be forthright about funding limitations and research expectations, such 
as publication and dissemination of results. The community needs to be made aware of the 
ephemeral nature of funding, even if it results in apprehension toward involvement. 

Researchers should communicate early in the process issues that will become impor-
tant once the research has been completed, such as sustainability. Frankness is required 
to cultivate community confidence and expertise over time. Because so much time and 
investment is involved in building an appropriate relationship with the community, re-
searchers may wish to continue their relationship with the community after the study has 
ended. Researchers should remain accessible for technical support related to the subject 
of the research. Helping community members to identify new funding opportunities and 
assisting with the writing of grant applications are two examples of potential continued 
relationships. Many private sponsoring institutions already recognize the importance of 
enduring commitment and have used a variety of approaches, often involving funding, 
to ensure that these relationships are able to continue.6 The challenge will be for univer-
sities and federal agencies to be able to establish similar funding mechanisms.

The objective of capacity building is to involve members of the community in 
certain roles (e.g., performing interventions) by training them to perform some of the 
functions initially performed by the research team. Certain research grants specifically 
support this type of training. Training can be reciprocal; allowing the community to train 
the researchers (e.g., in cultural sensitivity) not only fosters respect but also can lead to 
important new understanding.

Another important step is to formalize the relationship between the community and the 
institution conducting or sponsoring the research, not just between the community and the 
individual researcher. Institutional relationships can survive even if individual researchers 
leave. Institutions may be reluctant to build enduring relationships with communities if 
they do not see long-term financial value in this investment. Researchers may be able to 
get more support from their institutions if they can document their successes.6

IDENTIFYING AND INTERACTING WITH OTHER STAKEHOLDERSVIII. 

Like community involvement, stakeholder involvement in a research study can take 
many forms. Also like community involvement, researchers should engage stake-
holders in their studies early in the planning stages. Relationships between research-
ers and the various stakeholders should be maintained during the study. How this 
relationship is maintained can be expected to vary with different stakeholders and 
may change as the study progresses. Stakeholders can provide useful information 
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and perspectives during the planning and implementation of observational human 
exposure studies. If the stakeholders express an interest in participating, the re-
search team should develop a plan for interacting with them that includes roles and 
responsibilities, activities, and timelines that are mutually agreeable to the team, 
community representatives, and the stakeholders. Failure to have clear agreements 
may lead to misunderstandings about the roles of the stakeholders. When develop-
ing relationships with stakeholders, researchers should also ensure that participation 
of the stakeholder in the study, regardless of level of participation, does not result 
in actual or perceived conflicts of interest. This should be addressed in the plan and 
agreement for stakeholder involvement.6

Stakeholders may include individuals, NGOs, businesses, industry, and various gov-
ernment entities or agencies with jurisdiction over or interest in the community. Stakehold-
ers are a separate entity apart from the community, although they may conduct business or 
operate within the community or have a direct or indirect interest in community activities. 
Even though they are not able to speak for the community, stakeholders may have knowl-
edge of impacts and ideas about how to interpret and use the results of proposed research 
studies. Such knowledge may prove very helpful as part of the research planning and 
scoping.6 Including a variety of stakeholders in the planning process provides insight that 
comes from reconciling the disparate perspectives of different stakeholders. 

Examples of NGOs that may be stakeholders include the Natural Resources Defense 
Council, Environmental Defense, American Lung Association, American Academy of 
Pediatrics, American Chemistry Council, and literally hundreds of other organizations 
with interests in environmental or public health issues. Researchers should identify po-
tential stakeholders and communicate with them early in the planning stages of a study 
if they are determined to be appropriate. Identifying the appropriate stakeholders who 
have a legitimate interest in the study will be done on a study-by-study basis and should 
be done in consultation with the research team, the community representatives, and 
senior management. 

The concept of “stakeholder” has been discussed in management literature since the 
1980s. Mitchell et al. have developed an approach for identifying the relevant stakehold-
ers through an assessment of their power, legitimacy, and urgency.30 Such an approach 
may be useful for identifying stakeholders to be involved in the research studies. In 
describing CBPR, Israel et al. discuss the need to examine the advantages and disadvan-
tages of extending membership beyond the “community of identity” at the outset.20 For 
example, they discuss the relative merits of including representatives of the agricultural 
industry in a study of farmworkers because of industry’s possible role in policy change, 
and weigh their inclusion against the concerns that the true voice of the farmworkers 
may not be heard under such conditions. They also describe a possible solution of creat-
ing separate partnership groups. O’Fallon and Dearry explain the benefits of including 
diverse stakeholders for the dissemination of results.8



Volume 1, Number 4, 2010

Community Engagement in Observational Human Exposure Studies 331

CONCLUSIONIX. 

Community engagement is needed in exposure research to ensure that the rights and 
concerns of the individuals are respected, that research protocols are well-implemented 
and address community concerns in a fair manner, and that interpretation and dissemina-
tion of findings include community input. Involving the community in the research effort 
can improve the research both scientifically and ethically. There are multiple approaches 
to engaging communities in research: through community consultation and review, as 
paid research staff, as members on community advisory boards, and by involvement in 
community-based participatory research. Each of these approaches comes with a set 
of benefits and limitations that researchers should consider when discussing a poten-
tial project. Because relationships in and with communities are dynamic, methods and 
strategies used to interact with the community may evolve over the course of the study. 
There are a host of other issues to consider when engaging communities in research that 
will affect the collaboration; these include identification of the community, development 
of relationships within and trust with the community, awareness of language and culture 
differences, power and infrastructure differentials, and interaction with stakeholders. 
Because abuse of trust and other ethical failures have created distrust, researchers must 
remember that ethical action during all phases of the research is necessary for develop-
ing and maintaining productive long-term relationships with communities. 
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